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Abstract

Hospital management is challenged to deal with conflicting objec-
tives of low costs and high quality of care. Erasmus MC is the largest
hospital in the Netherlands and will move to another building in a few
years time. The hospital aims to keep the service level, consisting of
the percentage of waiting patients and average waiting time, constant
while reducing the capacity with 30%. In order to determine the ser-
vice level, we need to model the patient flow at Erasmus MC. We first
provide a thorough data analysis and visualize patient flow using tran-
sition probability matrices and diagrams. Discrete event simulation is
then used to determine the current service level of the hospital.

Simulation results reveal that the capacity reduction will lead to a
drastic decrease in the service level. We therefore propose several op-
tions that might lead to an increase in the service level. These options
include increasing the capacity during the weekend, combining several
medical departments and reducing the length of stay. We again use
simulation to determine the effectiveness of these measures concerning
the service level. All options turn out to increase the service level and
we therefore advice the management to implement these solutions.

Keywords: healthcare, patient flow, service level, discrete event
simulation
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1 Introduction

Rising costs in healthcare are a worldwide problem and the pressure to con-
tain costs increase (OECD, 2011). On the other hand, quality of care also
becomes more important due to high standards. Hospital management is
thus challenged to deal with the conflicting objectives of low costs and high
quality of care. It is therefore critical for hospitals to provide the best pos-
sible patient care within allocated resources. Health care logistics can make
a major contribution to maintain high level care at affordable costs.

There are many different options to improve the efficiency of hospitals,
such as surgical facility scheduling and inpatient admission scheduling. How-
ever, many medical departments are dependent on scarce resources and also
impose constraints on other medical departments. Most of these resources
are related to patient flow and it is therefore essential to gain an insight into
the patient flow.

1.1 Problem description

Erasmus University Medical Center is the largest university hospital in the
Netherlands. In order to increase patient care, the hospital recently intro-
duced divisions which brings certain types of care together. The main reason
for the introduction of divisions is to increase efficiency, quality and safety. In
a few years time, the hospital also moves to a new building which is currently
being built. Due to cost limits, the movement leads to a reduction in the
capacity of approximately 30%. However, the management of Erasmus MC
does not want this capacity reduction to result in a lower service level. The
service level consists of the capacity utilization rate, percentage of waiting
patients and average waiting time. They therefore asked us to investigate
whether it is possible to reduce the capacity while keeping the service level
constant. We thus formulate the main research question as follows.

How can we maintain service level at Erasmus MC while reducing
the capacity?

Erasmus MC currently does not have any information about their service
level due to a recent reorganization. To be able to determine the current
service level it is necessary to understand the patient flow. By analysing and
simulating the patient flow, the performance measures used to indicate the
service level can be determined. Simulation can also be used to determine
the impact of changes in the capacity on the service level.



In order to answer the main research question, the following sub-questions
will be addressed.

1.

How is service level defined at Erasmus MC?

The service level at Erasmus MC is defined using several performance
measures. We first provide the definitions of these performance mea-
sures and explain how they are related to patient care.

. How can patient flow be characterized at Erasmus MC?

We need to model patient flow to be able to determine the service
level of the hospital. In order to model patient flow, we first need
to investigate the specific characteristics of patient flow at Erasmus
MC. We therefore perform a detailed analysis on the data provided by
Erasmus MC.

How can we model patient flow?

Modelling patient flow will enable us to measure the service level of
the hospital. We use discrete event simulation to model patient flow
through the hospital.

. Which methods to model patient flow exist in the current literature?

Health care logistics have already contributed to the efficiency of hos-
pitals in many different ways. We perform a literature overview on
potential modeling techniques regarding the patient flow in hospitals.
We will discuss both analytical and simulation methods.

What is the current service level of the hospital?

The management of the hospital aims to keep the service level constant
while reducing the capacity. Since they do not have any information
regarding their current performance, we first need to determine the
current service level. The simulation model can be used to determine
the performance measures which are used to indicate the service level.

How is the service level effected by a capacity reduction?

Since we want to maintain the service level while reducing capacity,
we have to determine how much the service level is effected by the
capacity reduction. The future service level can be determined using
our simulation model.

What measures can be taken to maintain the current service level?
Since the capacity of the hospital reduces with 30% we expect the
service level to decline. We therefore investigate several options that
might help to increase the service level. We again use simulation to
test whether the proposed measures lead to the desired service level.



1.2 Thesis outline

The remainder of this thesis is structured as follows.

In the next section we provide more information about Erasmus MC.
This includes information on the organisational structure and the perfor-
mance measures that will be used. We furthermore provide a comprehensive
definition of patient flow and present the global characteristics of patient flow
at Erasmus MC.

Health care logistics has already been used to model patient flow using
different techniques. In Section (3| we discuss some of the existing methods.
It shows how this research is related to the existing literature and why the
current knowledge is insufficient.

Data analysis is one of the key steps in modelling and analysing patient
flow. Erasmus MC provided patient data of all patients who visited the
hospital during 2011. In Section [4| we give a general description of the data
and provide some general statistics. We also give a more detailed analysis
of some specific parts of the patient flow that are needed for our simulation
model. In this section, we also construct the transition rates and a transition
diagram. This will give insight in the sequence of treatments and shows the
relationship between the different medical departments.

Discrete event simulation will be used to model patient flow and to mea-
sure the service level. In Section |5 we explain the different aspects of the
simulation model and discuss the assumptions that are made.

The results of the simulation will be discussed in Section [fl We first
determine the current service level and the future service level. After that,
we investigate several options that might help to maintain the current service
level.

We will end this thesis with a discussion, conclusion and recommendation
to the hospital.



2 Erasmus MC

In this section we provide more information about Erasmus MC. We first
describe the organisational structure at the hospital followed by a definition
of the service level. After that, we give a definition of patient flow and present
some of the characteristics of patient flow at Erasmus MC. In Section [2.3| we
discuss some important definitions that are commonly used. In the last
section we suggest several options that might help to increase the service
level.

2.1 Organisational structure

This thesis is done for and in cooperation with Erasmus University Medical
Center. Erasmus MC is the largest university hospital in the Netherlands
and combines the services of a hospital with providing education and medi-
cal research.

In order to increase the quality of patient care, Erasmus MC recently in-
troduced divisions which bring certain types of care together and assemble
them within one hierarchical point. A division can therefore be explained
as a partnership between different medical departments. Those medical de-
partments act independently as well as structurally cooperate. The main
reason for the introduction of divisions is to increase efficiency, quality and
safety. The hospital is divided into nine divisions and each division consists
of several medical departments. Figure [I| shows a tree diagram of the or-
ganisational structure at Erasmus MC. We will refer to the different medical
departments (MD) using the numbers given in brackets in Figure [I}

This research will only focus on division Dijkzigt, which is the largest
division. However, the methods would also be applicable to other divisions
and must therefore be easy to adapt.

Erasmus MC uses three performance measures to determine their service
level. Firstly, we look at the capacity utilization rate of the hospital, called
Si. This utilization rate provides a relationship between the potential ca-
pacity and the capacity currently being used. The output is displayed as
a percentage and is calculated using formula . The hospital aims at a
capacity utilization rate of at least 80%.

Used it
S, = se .capa(n y 100 (1)
Potential capacity
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The second performance measure, called Sy, is the percentage of patients
who have to wait for their next appointment. Patients usually have to revisit
the hospital after several days or weeks. If there is not enough capacity on
the day at which a patient should revisit the hospital, the appointment will
be scheduled later resulting in a waiting time for the patient. The following
formula is used to calculate this percentage:

g, — <Total # of waiting patients) 100 ©)

Total # of patients

The last performance measure is the average waiting time of patients in days.
We make a distinction between the unconditional and the conditional wait-
ing time. The unconditional waiting time, called Ss, is equal to the average
number of days a patient has to wait. The conditional waiting time, called
S4, is equal to the average number of days a patient has to wait, given that
this patient has to wait. The conditional waiting time will thus be higher
than the unconditional waiting time. Both statistics provide useful informa-
tion on the service level of the hospital. Formula and are used to
calculate both measures.

(3)

Total waiting time all patients
S3 = :
Total # of patients

(4)

Total waiting time all patients
S3 = — -
Total # of waiting patients

2.2 Patient flow

In literature, patient flow is described from two perspectives, the clinical and
the operational (Coté, 2000).

From a clinical perspective, patient flow represents the progression of a
patient’s health status. Accordingly, an understanding of the patient flow
offers knowledge and insight into the health care needs associated with dis-
ease progression or recovery status. This is useful information for healthcare
providers, hospital administration and patients.

From an operational point of view, patient flow can be seen as the move-
ment of patients through a set of locations in a health care facility. Now,
patient flow is equivalent to the demand for health care services. Informa-
tion on the demand can be used for effective resource allocation and capacity
planning.

In this thesis, we only consider patient flow from an operational point
of view. In the remainder of this thesis, we refer to patient flow from an
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operational perspective when we talk about patient flow.

Flow patterns of patients are defined from the point where patients are first
admitted to the hospital and ends at the point of discharge (Konrad et al,
2012). Within these points, patients may encounter activities and services
and require a variety of health care resources. These activities and services
are called treatments. Another characteristic of patient flow is the random
nature of the health care elements: not all of the elements in a patient flow
network are applicable to all patients. Patient flow furthermore encompasses
the following elements:

The set of treatments during a patients stay
e The sequence of treatments
e The duration of treatments

e The resources required to perform these “treatments”

Usually, patient flow is analysed during a visit to the hospital. The sequence
of events then starts at the registration desk and waiting room and ends
with an exit. In this case, we look at the sequence of individual visits to the
hospital instead of the sequence within a visit. At Erasmus MC, patients can
visit three kind of clinics. The following clinics and corresponding types of
treatments are defined at Erasmus MC:

e Polyclinic: a medical department that treats outpatients. Outpatients
are patients who are not hospitalized but treated and released at the
same day. Appointments at the polyclinic are used for medical consul-
tations and minor treatments. We refer to this kind of treatment as a
polyclinical treatment.

e Outpatient clinic: a medical department where patients are ‘hospital-
ized’ for observation or treatment, without the need for an overnight
stay. When patients have an appointment at an outpatient clinic, we
refer to this as a day treatment.

e Inpatient clinic: a medical department where patients are hospitalized
for observation or treatment. Patients who are admitted to the inpa-
tient clinic stay overnight or for an indeterminate time. We refer to
this as a clinical admission.

11



2.3 Terminology

In this secion we discuss some terms and definitions which are commonly
used in health care literature and which are relevant for this thesis.

e Capacity: the capacity in the hospital depends on many different fac-
tors. These factors include the number of beds and examination rooms,
medical equipments and qualified personnel. There will thus be fluc-
tuations in the capacity due to illness and holidays of personnel. This
can also lead to a lower capacity than you would expect based on the
available number of beds and examination rooms. In this research, we
only work with the actual capacity which is based on all factors. For
each medical department, the capacity per day is denoted as the total
number of appointments that can be handled at that day.

e Waiting time: in healthcare literature, the waiting time usually denotes
the time between an appointment and the actual starting time of that
appointment. In this research, the waiting time refers to the number
of workdays between the moment an appointment is needed, which is
known, and the moment of the appointment itself. Weekenddays are
thus not included in the waiting time. Example: a patient needs a
follow-up appointment at day 10. Due to capacity shortage, the actual
appointment takes place on day 14. If there is no weekend between
day 10 and 14, the waiting time of the patient is 4 days. If there is a
weekend between day 10 and 14, the waiting time of the patient is 2
days.

e Length of stay: length of stay (LOS) is commonly used in healthcare
and denotes the number of days a patient spends in an inpatient clinic.
After this time, a patient can either be discharged or transferred to
another inpatient clinic. We also refer to this as the duration of a
clinical admission.

2.4 Measures to increase service level

We propose three different options that might help to increase the service
level. We first investigate whether it is useful to increase the capacity dur-
ing the weekend. Secondly, we look at the effect of combining two medical
departments. At last, we measure the effect of reducing the length of stay of
clinical admissions.

12



2.4.1 Increase capacity during the weekend

The upcoming reduction in capacity is quite large and cannot be easily over-
come by small changes in the system. The best option to increase the service
level is to recapture the loss of capacity. This can be done by increasing the
capacity during the weekend. There are currently no polyclinical appoint-
ments or day treatments during the weekend, so this is a fair option to reduce
the loss in the service level. This method is already used at some medical
departments who use very expensive equipment. In that case, the equipment
is too valuable to remain unused during the weekend. We will investigate the
influence on the service level when we increase the capacity on Saturday or
during the entire weekend.

2.4.2 Combine medical departments

An optimal use of the available capacity leads to shorter waiting times and
thus results in a higher service level. We expect that there will be some
medical departments with capacity problems while there is ample capacity
at other medical departments. Merging medical departments might thus lead
to an increase in the capacity utilization rate. We will investigate the effect of
combining a medical department with a high service level with a department
with a low service level.

In Section we already mentioned that the capacity depends on the
number of beds and examination rooms, medical equipments and qualified
personnel. Combining medical departments thus does not necessarily lead
to a higher service level because personnel might not be able to conduct
different types of treatments. However, we assume that the capacity shortfall
is only caused by a reduction in the number of beds and examination rooms.
Combining the beds and rooms of two medical departments can thus lead to
a higher service level as appointments can be scheduled more efficiently.

2.4.3 Reduce LOS

The length of stay of clinical patients has a large impact on the capacity
of the inpatient clinic. The waiting times of clinical patients can thus be
reduced by reducing the length of stay. The hospital aims at a length of
stay of approximate 5 days, but we expect that there is a substantial group
of patients who exceed this five-day limit. The hospital actively tries to re-
duce the length of stay by improving the scheduling of treatments during the
hospitalization of a patient. Therefore, we will investigate the influence of a
reduction in the lenght of stay on the service level.

13



3 Literature Overview

3.1 General

The operations research community is active in a relatively small field of
healthcare management, although health care systems can benefit from op-
erations research in many different ways (Carter, 2002). Modeling patient
flow is considered to be vital in understanding the operation of a hospital
and is therefore proved to be useful in improving the efficiency. Hence, lit-
erature in healthcare simulation and modeling is vast and is expanding at a
rapid rate. This literature covers a diverse range of applications with many
interacting and overlapping areas (Brailsford et al, 2009).

Over the past years, several review articles have been written on health
care modeling. These articles tend to focus on a specific modeling methodol-
ogy or on the use of modeling for a specific department. Modeling has espe-
cially been used for discrete parts of the hospital, such as clinics, emergency
departments and operating theatres. Although there is a lot of literature on
the modeling of separate medical departments, attempts to model the whole
hospital are rare (Giinal and Pidd, 2010). This can be explained by the fact
that it is difficult to represent the complexity of hospitals in a simulation
model. Appropriate simplifications of hospital activities and the appropriate
level of details are the key to success. In this thesis we attempt to model
a whole division of the hospital, which has not been done very often. It is
therefore difficult to find literature which adresses this type of problem, so
we have to adapt exisiting methods to this specific case.

3.2 Patient flow

In the current literature, many different techniques are used to model pa-
tient flow. There are mainly two type of methods, namely analytical and
simulation methods. The most common theoretical methods are queueing
and markov models. In our case, it is very difficult to use theoretical mod-
els because patients have to wait several days or weeks before revisiting the
hospital. The existing methods are based on patient flow within one visit
instead of the patient flow of several separate visits. Discrete event simula-
tion and system dynamics are the most commonly used simulation methods.
These methods are more appropriate for our problem, because it is easier to
adapt those methods to specific problems. These four methods are discussed
in more detail below.
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3.2.1 Queueing models

Healthcare processes can be seen as queueing systems in which patients ar-
rive, wait for service, obtain service and then depart (Fomundam and Her-
rmann, 2007). These processes differ in complexity and scope, but they all
consist of a set of activities and procedures that patients must undergo to
reveice the needed treatment. The resources in this queueing systems are the
personnel and equipment required for the activities and procedures.

The advantages of queueing models is that they are simpler and require
less data compared to simulation models (Green, 2006). One of the major
limitations is the assumption of Poisson arrival rates. This leads to significant
different outcomes compared to methods that do not assume that arrivals are
equally likely throughout the day (Young, 1962). Another disadvantage is
that they cannot capture all characteristics of an actual operational setting
and that they provide more generic results.

3.2.2 Markov chain models

Markov and semi-Markov models can also be used to model patient flow.
These models assume that sub-groups of patients are homogenous and that
events occur at equally spaced intervals of time (Weiss et al, 1982). Markov
models furthermore capture two types of randomness: the next destination
of a patient and the length of stay in any facility are treated as random
variables.

These models are especially useful for large population groups where
Markov assumptions hold. For example, length of stay is assumed to be
dependent on the current location and next destination. Besides that, it
permits a detailed analysis of resource utilization and provides a thorough
portrayal of patient flow. Limitations arise when analytic results are desired
(Coté and Stein, 1999).

3.2.3 Discrete event simulation

Discrete event simulation (DES) is one of the most widely used techniques in
operations research (Brailsford and Hilton, 2001) and can be used to model
systems that can be viewed as a queueing network. It models the system as
networks of queues and activities and changes in the state occure at discrete
points of time.

Simulation has multiple advantages compared to other techniques (Brails-
ford and Hilton, 2001). These are its flexibility, ability to deal with variability
and uncertainty and its use of graphical interfaces which facilitates compre-
hension by health care specialists. The disadvantage of discrete event simula-
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tion is that it can be time consuming due to large execution times. Another
disadvantage is that the simulation jumps from event to event and thus skips
the intervening time between events.

In this thesis, we will use discrete event simulation to model the patient
flow at Erasmus MC. We choose to use DES because of its flexibility to
capture all specific characteristics of the hospital.

3.2.4 System dynamics

System dynamics models a system as a series of stocks and flows (Brailsford
and Hilton, 2001). In contrast to queueing models, state changes are conti-
neous. It models the system like a contineous quantity, rather like a fluid,
flowing through a system of reservoirs and tanks connected by pipes. Rates
of flow are controlled by valves and fixing the rates of inflow and outflow thus
determines the time spent at each reservoir.

The main difference between system dynamics and discrete event simula-
tion is that the first is essentially deterministic while the latter is stochastic.
Furthermore, system dynamics is usually used at a higher, more strategic
level to get insight in the interrelations between different parts of a system.

16



3.3 Patient types

Creating patient types is an important aspect of simulation models. Patient
types are groups of patients with similar characteristics and a similar con-
sumption of hospital resources. This consumption is based on the length of
stay and the sequence of hospital units visited. In literature, this is referred
to as the patient classification problem (Isken and Rajagopalan, 2002).

Too many patient types are undesirable from a modeling perspective as it
becomes unmanageable. On the other hand, too few classes makes it difficult
to obtain a valid simulation which reflects the huge variation in patient flow.
A balance should thus be found between modeling capability and modeling
burden. In practice, expert opinions are gathered from clinicians and those
patient types which are believed to provide sufficient modeling are selected.
This approach might work well, but it is time consuming and cannot be
used for standardization across hospital departments. Therefore, datamining
techniques like clustering can be used to create patient groups with similar
characteristics.

3.3.1 Diagnosis Related Groups

Diagnosis Related Groups (DRGs) are well known in healthcare literature
and were created in the late 1970s to provide a method for defining the
output of hospitals (Fetter, 1991)

The main objective of DRGs is to make a definition of patient types, each
of which represents a relatively homogenous patient population with respect
to the ‘bundle’ of hospital resources consumed. The set of patient definitions
should be meaningful to both medical and nonmedical users as well as easy to
implement in a wide range of settings. It should therefore have the following
properties (Fetter et al, 1980):

e Patient groups must be medically interpretable and should thus consist
of patients with homogeneous diagnostic categories.

e Groups should be defined on commonly available variables which are
relevant to either the condition of the patient or the treatment process.

e There must be a manageable number of groups which are mutually
exclusive and exhaustive.

e The groups must contain patients with a similar expected consumption
of hospital resources.

DRGs do not make a distinction between scheduled and unscheduled patients
or between the type of arrival: either through the emergency department or
an elective admission. DRGs are therefore not very useful for patient flow
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modelling because it misses some distinctions which are important for patient
flow. On the other hand, the classification is too fine for a simulation model
(Isken and Rajagopalan, 2002).

3.3.2 Clustering analysis

Clustering analysis is a classification technique which assigns cases, data or
objects into groups such that the items in a cluster are similar to one another
and different from the items in other clusters. Clustering is a main task of
explorative data mining and reveals associations, relationships, structures
and patterns in masses of data.

Homogeneous groups are created based on selected characteristics. Since
these characteristics are chosen by the owner, it is a convenient method to
use for the creation of patient types. K-means cluster analysis is a specific
clustering technique and can be used to create patient types for the purpose
of patient flow simulation modeling (Isken and Rajagopalan, 2002).

The main advantage of cluster analysis relative to DRGs is that extra
relevant characteristics can be added which are missing in the latter.

Since we are modeling an entire division of the hospital, it is important to
keep the simulation as simple as possible. Using different patient types will
lead to too much diversification and makes it harder to analyse the results.
Therefore, we only make a distinction between patients who are treated at
different medical departments. In this way, we have eight different patient
types. Besides that, it also makes it easier to analyse the differences between
the medical departments.
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4 Data analysis

In this section we provide information on the data provided by Erasmus MC
for the purpose of this research. First of all, we give a general description
of the data and provide some general statistics. After that, we provide a
more detailed analysis on the data and present the different aspects and
characteristics of patient flow. At last, we construct a transition diagram to
visualize patient flow and to get a clear insight in the sequence of treatments.

4.1 General information

Erasmus MC provided data of all patients from division Dijkzigt who visited
the hospital during 2011. Data collection from a hospital is a sensitive pro-
cess due to the personal nature of patient’s treatment and medical history
(Coté, 1999). For that reason, patient data is anonymised by assigning a
random numeric id and by removing all personal information.

Data is provided on the three types of treatments previously determined.
The hospital provided lists of all the appointments made at division Dijkzigt
during 2011. For each appointment information is included about the date
of the appointment, an anonymised patient number, the kind of treatment
and a code for the medical department where the appointment took place.

For the polyclinical appointments, extra information is provided on the
time and type of the appointment. In order to reduce the complexity of
the hospital, the time and type of the appointment are not considered in
this research. This does not lead to any limitations because we are only
interested in the total number of appointments that can be scheduled during
each day. The time and type of appointments does not add extra value to
the data analysis but only leads to an unnecessary increase in the complexity
of appointment scheduling.

For clinical admissions, information is provided on both the date of ad-
mission and discharge. It furthermore provides information about different
parts of the hospitalization and the length of stay.

In total, this results in data of 73,336 patients. These patients made 419,857
visits to the polyclinic, 11,583 visits to the outpatient clinic and 15,115 clin-
inal admissions during one year. These are all appointments of the eight
different medical departments. By using the patient numbers and date of all
the appointments, we can connect all the treatments of one patient. This in-
formation can be used to analyse the patient flow in the hospital. In the next
sections we provide more details about the data per medical department.
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4.2 Medical departments

In this section, we provide more information on the number of patients per
medical department. Table [1| shows the number of patients for each medical
department for the three types of treatments. The numbers at the top row
correspond to the different medical departments as explained in Section [2.1

The first thing that we notice is that department 8, rehabilitation medicine
and physiotherapy, only works with polyclinical appointments. We further-
more notice that all departments have much more polyclinical appointments
than day treatments and clinical admissions. This is rather logical because
patients usually have several polyclinical appointments prior to and after a
day treatment or clinical admission.

Table (1] also shows that medical department 1, internal medicine, is the
largest division followed by departments 4 and 2. Department 8 also has a lot
of polyclinical appointments but the number of patients of this department
is much lower. This can be explained by the fact that patients usually need
multiple appointments in a rather short time period.

We should also notice that clinical admissions might consist of several
parts. Patients can be transferred to another department after a few days.
It could also happen that patients are transferred to a department of an-
other division. Since patients might move to another division and return
to division Dijkzigt within the same clinical admission, this can be useful
information. We therefore add another medical department for the clinical
admissions. We will refer to this as medical department 9.

MD |1 2 3 4 5 6 7 8

Poli 147,340 44,869 10,844 60,053 38,867 21,668 13,304 82,912
Day 1,940 5,373 300 3,251 270 80 339 0
Clinic | 4,672 1,527 90 242 4,583 1,220 927 0

Table 1: Number of patients per medical department
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4.3 Capacity

Now that we have looked at the number of patients per medical department,
it is also interesting to look at the number of patients per day. Figure
shows different graphs of the number of polyclinical appointments.

Sub-figure (A) in Figure 2 shows the number of appointments per day.
This figure clearly shows that there is some kind of weekly pattern in the
number of appointments. In order to investigate this weekly pattern we make
two other graphs. Sub-figure (B) shows the number of appointments per day
without weekenddays and holidays. This graph shows a much more stable
line, indicating that the number of appointments is much lower during the
weekend. However, there is still some variation in the number of appoint-
ments. Therefore, we also look at the number of appointments per day for
each day of the week. This graph is shown in sub-figure (C). When we look
at this figure, we notice that there is indeed a difference in the number of
appointments at each day of the week. It shows that the number of appoint-
ments is higher on Mondays and Tuesdays and lower on Fridays.

The average number of appointments per weekday also confirm these
findings. These results also hold for the number of day treatments and the
number of clinical admissions. The only difference is that the number of
clinical admissions is somewhat higher during the weekend compared to the
number of day treatments and appointments. At the inpatient clinic, patients
are usually hospitalized for several days. Therefore, many patients are still
hospitalized during the weekend resulting in a higher number of patients at
the inpatient clinic compared to the polyclinic and outpatient clinic.

In our simulation, the capacity of the three types of treatments for each
day of the week is based on the average number of appointments during 2011.
However, the average number of appointments will be lower than the actual
capacity because the capacity utilization rate is currently lower than 100%.
We therefore increase the average number of appointments with 25%. This
percentage is based on the experience of the hospital regarding the capacity
utilization rate. Tables [I3] [14] and [15] in Appendix [A] provide information
about the capacity that we use in our simulation.
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Figure 2: Number of polyclinical appointments
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4.4 New Patients

In the previous section we looked at the number of appointments per day.
Patients usually return to the hospital several times during the year. In
order to analyse the patient flow, it is important to investigate the number
of new arriving patients per day. Figure |3| shows the number of new arriving
patients per day at the polyclinic. The graph shows a large number of new
patients at the beginning of the year. The number of new arriving patients
rapidly declines and stabilizes after a few months.

This trend can be explained by the fact that we only have data of one
year. All patients visiting the hospital at the beginning of the year are
thus labeled as new arriving patients. However, many of these patients are
actually revisiting the hospital instead of visiting for the first time. After
some months the number of new arriving patients thus stabilizes because all
patiens revisiting the hospital are correctly labeled. In our simulation model
we therefore use a warm-up period of 200 days.

The number of new arriving patients at the day treatment and at the
outpatient clinic show a similar trend.
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Figure 3: Number of new arriving patients
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4.4.1 Distribution new patients

For the simulation, we need to determine the distribution of the number of
new arriving patients per day for each treatment of the medical departments.
We use the truncated normal distribution to determine the number of new
arriving patient per day at the polyclinic. Figure {4| shows the fitted normal
distribution. The estimate parameters of the normal distribution are given
in appendix [C]

The number of new patients at the outpatient and inpatient clinic are
quite low. For each possible number of new patients, we therefore calculate
the probability that these number of new patients arrive at one day. We then
use those probabilities to determine the number of new patients per day.
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Figure 4: Distribution new arriving patients polyclinic
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4.5 Length of stay

Length of stay of clinical admissions is an important issue when analysing
patient flow. Reducing the length of stay of patients can lead to a large
reduction in the required capacity. The hospital therefore wants to reduce
the length of stay to approximate five days.

Table [2| shows the average, median and variation of the length of stay in
days for the different medical departments. When we look at the average
length of stay, we notice that in general it is somewhat higher than five days.
Medical departments 3 and 5 have a somewhat higher average length of stay
and medical department 7 has a somewhat lower average length of stay.

When we look at the variation we notice that all departments have a
rather large variation in the length of stay. The medical departments 3 and
5 show by far the largest variation whereas department 7 has the smallest
varation. It is thus clear that there is a lot of variation in the length of stay.
The median length of stay of all medical departments is lower than 5. This
is confirmed when we look at the distribution of the length of stay. Most of
the patients have a relatively short stay, while some other patients stay much
longer. We can thus conclude that most of the patients satisfy the five-day
limit, but we must note that there are also a lot of patients who exceed this
limit.

MD |1 2 3 4 5 6 7

average | 5.44 5.55 6.68 5.11 6.35 5.60 4.06
variance | 44.95 4245 70.78 49.71 69.79 36.07 15.00
median | 3 3 3.5 2 4 4 3

Table 2: Average length of stay in days and variance

Although we stated above that the average length of stay is approximate five
or six days, this does not mean that all patients stay in the hospital for only
six days. Clinical admissions might consist of different parts because patients
can be transmitted to other departments. The length of stay as described
above is thus the length of stay of one part of an admission. The total length
of stay can therefore be much longer than five days. Almost 20 % of all clini-
cal admissions consist of several parts with a maximum of 16 sub-admissions.
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4.5.1 Distribution LOS

We also look at the distribution of the length of stay of clinical admissions.
Figure |5 shows a histogram of the length of stay in days. The figure shows
that most of the patients have a relatively small length of stay. However, it
also shows that there are some patients who have a much longer length of
stay. It thus confirms that there is a large variation in the length of stay.
The length of stay has a large impact on the required capacity. It is
therefore rather important to use the right distribution for the length of stay.
We use the lognormal distribution to determine the length of stay of clinical
admissions. We haven chosen the lognormal distribution because this model
is widely used for describing the distribution of length of stay (Marazza et al,
1998). Figure @ shows the fitted lognormal distribution of the length of stay.
The maximum likelihood estimates of the parameters are given in appendix

(]
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4.6 Interarrival times

When patients visit the hospital, they usually need a follow-up appointment
after a few days or weeks. The time between two appointments is an impor-
tant aspect of patient flow. We refer to the time between two appointments
as interarrival time.

Table [3| shows the interarrival times between the different types of treat-
ments. We notice a few things when we look at the interarrival times between
treatments. First of all, we see that the time between a polyclinical admis-
sion and the next treatment deviates between 27 and 31 days. Secondly, we
notice that the time between two day treatments is somewhat longer with
an average of 38 days. The time between a day treatment and a clinical
admission and the time between two clinical admissions is relatively small.
The average interarrival time between those treatments lies between 8 and
10 days. There is thus a small variation in the average interarrival times
between the different types of treatments.

‘ Poli Day Clinic

Poli | 31 30 27
Day |19 38 8
Clinic | 21 17 10

Table 3: Average interarrival time in days

To get a better insight in the variation of the interarrival times, Figure [7]
shows the interarrival times in days between the different appointments. Sub-
figure (A) shows the interarrival times of polyclinical appointments. It shows
a kind of exponential distribution with several peaks. Those peaks are located
at the time intervals corresponding to a multiple of 7 days. This is a rather
logical perception because patients usually have to revisit the hospital after
one or multiple weeks.

A histogram of the interarrival times of the day treatments are shown in
sub-figure (B). This figure does not reveal a very clear distribution, but it
does show the same sort of peaks as in the top figure. Those peaks are again
located at time intervals corresponding to a multiple of 7 days and especially
at intervals of 14 days.

At last we look at the interarrival times of the clinical admissions in sub-
figure (C). This histogram again shows an exponential distribution but the
peaks are less clear. The interarrival times between the different medical
departments show similar kind of distributions.
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We can thus conclude that the distributions of the interarrival times cannot
be easily captured in a known distribution. Since there is a lot of data on the
interarrival times, we use bootstrapping to determine the interarrival times
in the simulation. This will lead to a representative distribution of the sim-

ulated interarrival times.
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Figure 7: Histogram of the interarrival times between appointments
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4.7 Transition rates

In this section we determine the transition rates between the different types of
treatments and medical departments of division Dijkzigt. In the first part we
construct the transition rates between the three different types of treatments.
In the second part we also look at the transition rates between the different
medical departments to get more information about the relationship between
the medical departments.

4.7.1 Division Dijkzigt

In this section we construct a transition diagram that gives insight in the pa-
tient flow between the three different types of treatments of division Dijkzigt.
We assume that patient flow can be seen as a Markov chain where patients
move from one state to another. Markov chains are memoryless which means
that the next state only depends on the current state and not on the sequence
of events that preceded it. The next treatment of a patient therefore only
depends on the current treatment of a patient. The transition rates between
the three types of treatments are equal to the probability that a patient
moves from one treatment to another treatment. We use the data of 2011
to determine the probability that a patient moves from one state to another
state.

When a patient currently has a polyclinical appointment, the next event
of the patient can either be a polyclinical appointment, day treatment, clin-
ical admission or end of treatment. We must take into account that we only
have data of one year. We thus do not know whether patients finish their
treatment or need a follow-up apointment due to the lack of information
about future visits. However, we need this information to determine the
probability that a patient finishes its treatment after the current treatment.
We therefore assume that patients finish their treatment when their last
treatment was more than 2 months ago and they do not yet have a follow-up
appointment.

Figure |8 shows the transition diagram of division Dijkzigt with the corre-
sponding transition rates. These transition rates are equal to the probability
that you move from one state to another. The arrows entering the three
different types of treatments correspond to the probability that new patients
arrive at the particular type of treatment. The arrows leaving the three treat-
ments correspond to the probability that patients have finished their entire
treatment. The other arrows show the transition rates between the different
types of treatments.
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Firstly, we look at the arrival rate of new patients. Almost all new patients
enter the hospital through the polyclinic. This is not very surprising because
patients are usually referred to the polyclinic by their general practitioner.
After a consult at the polyclinic, patients can be referred to the inpatient or
outpatient clinic.

Secondly, we see that patients almost never move from a day treatment
to a clinical admission and vice versa. This is again rather logical because
patients normally have a polyclinical appointment inbetween. The high tran-
sition rates to the polyclinic were also expected because there are much more
polyclinical treatments than other treatments. Most of the patients only
have appointments at the polyclinic and never visit the other clinics at all.

At last we notice a surprisingly high transition rate from a clinical ad-
mission to a clinical admission. This can be explained by the fact that clin-
ical admissions sometimes consist of several parts. These parts are all seen
as different clinical admissions resulting in a relatively high transition rate.
Analysing the transition diagram of the three different types of treatments
thus does not lead to new insights.
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Figure 8: Example of transition diagram division Dijkzigt
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4.7.2 Medical departments

In the previous section we looked at the transition diagram of division Dijkzigt.
However, this division consists of multiple medical departments. We there-
fore look at the transition rates between the different medical departments
to get a better insight in the relationship between those departments. In
the last section, we assumed that patients finish their treatment when the
last visit was more than two months ago and they do not yet have a follow-
up appointment. We refer to this as the exit threshold. An exit threshold
of 60 days thus means that a patient finishes its treatment when the last
treatment was more than 60 days ago and the patient does not yet have
a follow-up appointment. However, the exit threshold is actually different
for the different types of treatments at each medical department. This exit
threshold influences the total number of appointments during one year and
also influences the division of appointments across the medical departments.
We use trial and error to determine the exact exit thresholds of the different
medical departments. For all types of treatments of all medical departments,
we started with a threshold value of 30 days. We then increase the thresh-
old values and compare the number of appointments in the data with the
number of appointments in the simulation. If the number of appointments in
the simulation is lower than the actual number of appointments, we further
increase the threshold value. When the simulated number of appointments
cannot get closer to the actual number of appointments, we have found the
right threshold value. The exit threshold are given in Table []

MD |1 2 3 4 5 6 7 8

Poli 101 ) %) 105 77 70 95 15
Day 78 5 7 75 76 70 75 -
Clinic | 78 5 80 75 72 73 74 -

Table 4: Exit thresholds in days of the treatments at each department

In contrast to the knowledge about the relationship between the different
types of treatments, the management does not have any information about
the relationship between the different medical departments. Figure [9] shows
the transition diagram of division Dijkzigt. This is a simplified version of
the transition diagram because it does not show all the arcs. Arcs actually
exist between all types of treatments of all medical departments. The corre-
sponding transition rates are given in the transition probability matrices in
appendix [Bl We consider the following transition rates:
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R;; - polyclinic i to polyclinic ]
Sij - polyclinic i to day treatment j
T;; - polyclinic i to clinic j

Ui; - day treatment i to polyclinic ]
Vi; - day treatment i to day treatment j
Wi; - day treatment i to clinic j

Xi; - clinic i to polyclinic j
Y;; - clinic i to day treatment j
Zij; - clinic i to clinic j

The transition rates clearly show that patients are mostly treated at only
one medical department. This can be concluded from the fact that the tran-
sition rates between treatments of the same medical department are relatively
high while transition rates between different medical departments are almost
negligible. It thus does not happen very often that a patient moves from one
medical department to another medical department, although it is possible.

We already mentioned that the transition rates between most of the med-
ical departments are almost negligible. There is one exception because the
transition rate from medical department 3 to department 1 is relatively high
compared to the other transitions rates. Therefore, we assume that there
might be some connection between rheumatology and internal medicine.
Overall, the small transition rates between different medical departments
thus confirm that it is a good choice to use various departments.

Furthermore, the same conclusions can be drawn as in the previous sec-
tion.
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5 Simulation

In this section, we introduce the simulation model that is used to analyse the
patient flow at Erasmus MC. Firstly, the general aspects of the simulation
model are explained. After that, more details on the simulation are given as
well as the assumptions that are made. At last, we give a validation of our
simulation model.

5.1 Simulation model

5.1.1 General idea

Patient flow in the Erasmus MC is modelled using discrete event simulation.
This means that the hospital is represented as a chronical sequence of treat-
ments and each treatment changes the state of the hospital. In this section
we discuss the main aspects of the simulation model.

The simulation model simulates the patient flow in the hospital day by day.
Since patients are able to move from one medical department to another med-
ical department, patients of all eight departments are included in the same
simulation model. We distinguish two types of patients, namely patients who
are revisiting the hospital and newly admitted patients.

At the beginning of each day, we first look at the patients who are revis-
iting the hospital. We will look at the patients of all medical departments.
For each patient revisiting the hospital, we determine whether this patient
has finished the treatment or whether the patient requires another follow-up
appointment. If the patient finished the treatment, we move on to the next
patient. Otherwise, the next type of treatment and date is determined. The
next treatment might take place at another medical department than the de-
partment where the patient is currently treated. Now that the date and place
of the next treatment is determined, we schedule the follow-up appointment.

If all revisiting patients are either discharged or provided with a new ap-
pointment, we move on to the new patients. Each day, patients are referred
to the different medical departments of the hospital by their general prac-
titioner. These new patients need an appointment at the hospital and thus
need to be scheduled on the first available day.

If all patients (re)visiting the hospital are processed, we move on to the
next day. Since patient flow in a hospital is an infinite process, the simulation
is stopped after a predetermined number of days. In our case, we run the
simulation for 565 days. We have seen in Figure [3| in Section that the
number of new arriving patients stabilizes after 200 days. We therefore use
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the first 200 days as warm-up period and the next 365 days to analyse the
patient flow. At the end of the year, there will be patients who need a
follow-up appointment which cannot be scheduled during the current year.
There will also be patients who need a follow-up appointment during the next
year. It is important to decide how to cope with these patients because this
decision will have influence on the performance measure. Since we only have
received data of one year, these appointments are not included in the data.
We therffake place in the current year. In this way, we are able to compare
the simulation results with the data. The waiting time of these patients is
thus ignored which means that the waiting time in our simulation might be
slightly shorter than the actual waiting time.

A schematic overview of the simulation is shown in Figure [10] In this
section, only the general idea behind the simulation is explained. More details
on the seperate parts of the simulation are given in the following subsections.
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Figure 10: Schematic overview of the simulation
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5.1.2 New patients

As explained before, the simulation model checks each day whether there are
new patients admitted to the hospital. In reality, new patients are usually
sent to the hospital by their general practitioner. This practitioner contacts
the hospital which then schedules an appointment for the patient.

The number of new patients per day is predetermined for each type of
treatment of each medical department. If possible, these patients are immedi-
ately scheduled on the same day of their reference. If this is not possible due
to limited capacity, an appointment will be scheduled on the first available
day.

5.1.3 Scheduling treatments

When patients visit the hospital, they either finish their treatment or need
a follow-up appointment. If the patient finishes his treatment, he will not
return to the hospital anymore and no further actions are taken. If the pa-
tient does not finish his treatment, the next treatment of this patient will
be determined. The next treatment of a patient is determined based on the
current department and treatment of this patient and the flowchart made
in Section [, We consider the transition diagram with the different medical
departments as shown in Figure[d] Patients can thus be transferred from one
medical department to another department.

After determining the next treatment of a patient, we need to schedule this
appointment. The time of the next appointment depends on both the cur-
rent and next type of treatment as well as the medical departments where
both treatments take place. We need this information because we have seen
in Table [3] in Section that the interarrival time between different types
of treatments and departments fluctuates. We then use bootstrapping to de-
termine the time between both treatments, resulting in the date of the next
appointment. Now that we know the date of the next treatment, we start
scheduling this treatment. We need to take a few things into account when
scheduling appointments.

First of all, we assume that appointments are generally not scheduled dur-
ing the weekend. This is a reasonable assumption because the data shows
that there are only a few appointments during the weekend. When scheduling
the next treatment of a patient, we thus need to check whether the treatment
takes place during the weekend. If the treatment takes place on a Sunday, we
move this treatment to Monday. If a polyclinic treatment or a day treatment
is set on a Saturday, the treatment is moved to Friday. We choose to move
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those patients to Friday because this will spread the patients over two days.
Otherwise, all patients are rescheduled to only one day resulting in a high
peak on Mondays. If the patient is currently treated on Friday and the next
appointment is set on the following day, it is not possible to move the ap-
pointment to Friday. In that case, the next appointment of the patient would
be on the same day. If this happens, we move the appointment to Monday.
Clinical appointments are moved to Monday because those appointments last
for more than one day. In our simulation, less than 3% of the appointments
were rescheduled because they were originally planned during the weekend.
This assumption thus does not lead to a very high increase in the number of
appointments on Friday and Monday.

Secondly, we need to check whether there is enough capacity on the day
of the next appointment. If there is enough capacity, the appointment is
scheduled on that day. If there is not enough capacity, the appointment is
rescheduled on the first available day. This is in line with the way in which
appointments are made at Erasmus MC. A new appointment is scheduled
when the patient is visiting the hospital. When rescheduling an appointment,
we again take into account that appointments do not take place during the
weekend.

A schematic overview of scheduling appointments is shown in Figure [11}

5.1.4 Updating values

The last part of the simulation that needs more explanation is the part where
the values are updated. Since we use discrete event simulation there are some
event lists that need to be updated. Besides that, we also have to keep track
of several other statistics in order to calculate some measurement values.

Firstly, we look at the event lists that are used in the simulation. The event
lists used are lists of patients who are revisiting the different departments at
each day and lists of the new arriving patients per day. For the inpatient
clinics, there are also event lists of the departing patients per day per med-
ical department. There are no departure event lists for the polyclinics and
outpatient clinics because patients who visit these clinics always leave within
one day. With these event lists we can keep track of the patients.

Secondly, we update several statistics which can be used to calculate some
measurement values. Those statistics include the total number of patients
per department, the total nuber of patients who have to wait per department
and the waiting time of patients per department. With those statistics we
can calculate the performance measurements used to determine the service
level.
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5.2 Assumptions

Representing the complexity of a hospital in a simulation model is rather
difficult. It is therefore essential to use appropriate simplifications of the
different hospital activities and to use the appropriate level of detail. In
order to reach these simplifications, many assumptions have to be made.
We have made assumptions regarding the capacity of the treatments, the
scheduling of patients and the determination of follow-up appointments. In
this section we provide more information about these assumptions.

5.2.1 Capacity

The capacity of the different types of treatments of the different departments
in the hospital remains quiet uncertain. Therefore, we make some assump-
tions regarding the capacity of the different types of treatments. First of
all, the capacity of the three treatments for each day of the week is based
on the average utility during 2011. Since this utility will be lower than the
actual capacity, we increase these values with 25% as explained in Secion
We also assume that the capacity at each day of the week remains constant
throughout the year. In reality, there are small fluctuations of the capacity
due to illness and holidays of personnel. However, it is reasonable to assume
a constant capacity since these are only small fluctuations.

Data of 2011, given in Figure [2| shows that the capacity is lower during
the weekends for all types of treatments. There will be no capacity at the
polyclinics and outpatient clinics during the weekend. The only exception is
the polyclinic at medical department 8, rehabilitation medicine and physio-
therapy, which has a small capacity during the weekend. This department
regularly treats patients who need to be seen every day, resulting in a low
capacity during the weekend. For the inpatient clinic, this works rather dif-
ferent as patients are usually hospitalized for multiple days. Therefore, there
is a large probability that patients are still hospitalized during the weekend.
The capacity of the inpatient clinic during the weekend will thus be higher
than the other clinics, but still lower than the capacity during weekdays.

Tables [13] [I4] and [I5] in Appendix [A] provide information about the ca-
pacity that we use in our simulation.

5.2.2 Follow-up appointments

In order to determine the next type of treatment of a patient, the flow chart
made in Section 4.7.2] will be used. A random number is drawn from the
uniform distribution and the next treatment is then determined based on
the probabilities of the flow chart and the current treatment. The medical
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department at which the treatment takes place is thus determined at the
same time. This flow chart is based on the data of 2011.

5.2.3 Scheduling

For the scheduling of patients, many assumptions are made. Firstly, we
explain some general assumptions regarding the scheduling of appointments.
After that, we consider the scheduling of new patients who visit the hospital
and the scheduling of follow-up appointments.

First of all, we assume that appointments are generally not scheduled
during the weekend. Secondly, we assume that the length of stay of clinical
patients is predetermined. A clinical admission is scheduled when there is
enough capacity during each day of the stay. If there is not enough capacity,
the appointment is scheduled on the first available date at which there is
enough capacity for each day of the stay. A patient thus needs to wait for
his appointment until there is enough capacity during his entire stay. We
assume that patients have unlimited patience and thus wait until there is
enough capacity. This might not be a very realistic assumptions, but there
is no information on the number of refused or leaving patients.

5.3 Validation

In order to validate our simulation model, we compare the results of our
simulation with the data. We run our simulation ten times and compare
the average number of patients in the simulation with the actual number of
patients during 2011.

First of all, we look at the 95% confidence interval of the total number
of appointments of the different types of treatments of all medical depart-
ments. The 95% confidence interval of the total number of polyclinical ap-
pointments in one year is between the lower endpoint 415,165 and the upper
endpoint 421,983 appointments. The 95% confidence interval of the total
number of day treatments is (11,320;11,771) and of clinical admissions is
(14,942;15,513). In 2011, there were 419,857 visits to the polyclinic, 11,583
visits to the outpatient clinic and 15,115 clininal admissions. We can thus
conclude that the total number of treatments in the simulation are similar
to the number of treatments during 2011.

We can also split the total number of appointments into the different
medical departments. Table [5|shows the number of patients for each medical
department of the different types of treatments. The number of appointments
per medical department in 2011 are given in Table [I]in Section [4.2] On first
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sight, the number of appointments in the simulation seem to be similar to
the number of appointments in the data.

We therefore also look at the percentual difference between the number
of appointments in the simulation and in the data. Table [] shows the abso-
lute percentual difference between the number of appointments. Many of the
departments actually have an absolute difference in the number of appoint-
ments of less than 1%. Almost all departments have an absolute difference
below 5% except for the polyclinic and inpatient clinic of medical department
3. Those clinics have an absolute difference of respectively 5.68 and 11%. A
difference in the number of appointments of 11% might seem rather high.
However, it can be explained by the fact that this clinic treats less than 100
patients during a year. A small reduction in the number of patients thus
leads to a high percentual change.

Overall, we can conclude that the number of appointments in the simula-
tion are similar to the number of appointments in 2011. There are some
minor changes in the number of appointments but this is limited to less than
5% for most medical departments. It is actually likely that there is a slight
fluctuation in the number of appointments per year. If we would compare
the number of appointments in 2010 with the number of appointments in
2011 we would find similar deviations.

Based on the validation described in this section, we conclude that the
simulation results will be similar to the real world situation in 2011.

MD |1 2 3 4 5 6 7 8

Poli 146,076 44,941 11,460 60,551 39,208 22,182 13,317 82,694
Day 1,879 5,206 312 3,332 265 83 324 0
Clinic | 4,673 1,525 80 251 4,643 1,260 959 0

Table 5: Number of appointments per medical department

MD |1 2 3 4 5 6 7 8

Poli 0.86 0.17 2.68 0.83 0.88 2.38 0.10 0.26
Day 3.15 3.11 4.03 2.51 1.78 4.00 4.51 -
Clinic | 0.03 0.11 11.00  3.93 1.32 3.30 3.47 -

Table 6: Absolute percentual difference between the number of appointments
in the simulation and the number of appointments in the data
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6 Results

In this section we present the results of the simulation. We first show the
results when using the current capacity and determine the current service
level. Secondly, we investigate the service level in the future situation with
reduced capacity. At last, we propose several options that might help to
increase the service level and investigate the effectiveness of these solutions.

6.1 Current service level

In this section we discuss the results of the simulation of division Dijkzigt
with the current capacity. We look at the results of the simulation of one
year and repeat this simulation ten times. When analysing the results, the
average value of the different parameters are considered. We determine the
current service level using the three performance measures.

6.1.1 S;: Capacity utilization rate

In this section we look at S; given in formula (I)) in Section The capacity
utilization rate gives information about the relationship between the available
capacity and the capacity currently being used.

Figure (12| shows the utilization rate of the different types of treatments.
Department 8 is not included because this department only has a polyclinic.
When we look at this figure, we notice that the utilization rate of polyclinical
treatments lies around 80%. Only medical department 3 has a somewhat
higher utilization rate whereas the other departments have slightly lower
capacity utilization rate. The capacity utilization rate of day treatments
also lies around 80%. The only exception is medical department 6, which
has a lower utilization rate of 65%. At last, we look at the utilization rate
of clinical admissions. The figure shows a generally higher utilization rate
between 80% and 90%. Only medical department 3 has a lower utilization
rate of 75%.

We already mentioned in Section that the hospital aims at a capacity
utilization rate of at least 80%. Generally, the medical departments meet
this requirement set by the hospital. There are only a few clinics that do not
meet this 80% limit.
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Figure 12: Utilization rate of the different medical departments

6.1.2 S,: Percentage of waiting patients

In this section we look at Sy given in formula in Section . This perfor-
mance measure provides information about the percentage of patients who
need to wait for their next appointment. Tables [7] to [9] show the percentage
of patients that have to wait at least 1 to 5 days.

We first look at the waiting times of the polyclinical treatments. The first
thing that we notice is that there is a small percentage of patients who have
to wait at least 1 day. This holds for all medical departments and the per-
centage of waiting patients deviates between 3% and 17%. This might seem
contradictory becasue we already concluded that the capacity utilization rate
lies below 100%. Normally, we would expect almost no waiting times with
such a low capacity utilization rate. In this case, it works rather different
because patients have to revisit the hospital after a certain amount of days.
It might thus happen that there is ample capacity between the two visits,
while there is no capacity at the moment an appointment is needed. This
results in a relatively high percentage of patients who have to wait one day
for their appointment. However, for most of the patients an one-day delay
in their next appointment does not lead to a decrease in the quality of care.

We furthermore notice that the waiting times are relatively short. There
are no patients at medical departments 1, 2, 5 and 8 who have to wait more
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than one day. The other medical departments only have a small percentage
of patients who have a waiting time of at most four days. Less than 10% of
the patients has to wait more than one day at these medical departments.

Secondly, Table [8] shows the percentage of patients who have to wait for
a day treatment. We immediately notice that the percentage of patients
who have to wait one or several days for their appointment are much higher
compared to the waiting times at polyclinics. At medical departments 5, 6
and 7 almost 70% of the patients have to wait at least one day. Departments
1, 2 and 4 perform rather good, less than 15% of the patients have to wait
more than 2 days. The percentage of patients who have to wait several days
is much higher at the other medical departments. Up to 40% of the patients
has to wait more than 5 days for a treatment at department 7.

The impact of waiting times on patients are rather difficult to interpret
due to the variety in the progress of patients diseases. Chronical patients
who visit the hospital several times a year are generally not affected by a few
days waiting time. Those patients usually have to revisit the hospital after
several months, so a delay of several days is negligible. For patients who have
more acute diseases and who have to revisit the hospital after several days,
a small delay can already be rather worrisome.

However, we do not have any information about the acuteness of patients
diseases. In reality, only the treating pysician knows which patients can or
can not wait for their next appointment due to the nature of their illness.
Patients who can not wait will be treated at the required date, even if there is
no capacity available. However, the number of patients who can not wait for
their next appointment are negligible. We therefore assume that the current
waiting times are reasonable and do not lead to a detoriation of the patient’s
disease.

Table [9 shows the waiting times for clinical admissions. Medical depart-
ment 1 and 5 perform very good, less than 10% of the patients have to wait
more than one day. The other departments have much more waiting patients
with percentages ranging between 29 and 77 for a waiting time of at least one
day. There are also much more patients who have to wait several days for
their next appointment at these departments. Up to 45% of the patients have
to wait more than 5 days for a treatment at department 3. This seems rather
contradictory because the utilization rate of this department is rather low.
This can be explained by the fact that the length of stay of clinical admis-
sions at department 3 is relatively high compared to the other departments.
Scheduling patients is then harder because capacity is required during each
day. This leads to higher waiting times and a lower utilization rate.
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MD |1 2 3 4 5 6 7 8
1day |4 6 15 3 3 11 17 9
2 days | 0 0 1 1 0 3 6 0
3 days |0 0 0 1 0 2 4 0
4 days | 0 0 0 0 0 0 2 0
5 days | 0 0 0 0 0 0 0 0

Table 7: Percentage of patients who have to wait at least 1 to 5 days for a
policlinical treatment at each medical department (MD)

MD |1 2 3 4 5 6 7

1day |12 6 48 32 68 64 60
2 days | 5 2 32 12 58 48 51
3 days |3 1 23 5 49 39 46
4 days |1 0 18 3 38 32 42
5days | 1 0 15 2 25 9 39

Table 8: Percentage of patients who have to wait at least 1 to 5 days for a
day treatment at medical department (MD)

MD |1 2 3 4 5 6 7

lday |5 29 7 58 7 30 43
2 days | 2 24 63 53 4 25 38
3days |1 20 55 49 2 20 33
4 days | 0 16 49 46 2 15 29
5days | 0 13 45 44 1 12 24

Table 9: Percentage of patients who have to wait at least 1 to 5 days for a
clinical admission at each medical department (MD)
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6.1.3 Sj3: Average waiting time

Now, we look at performance measure S3 given in formula in Section
The waiting time refers to the number of workdays between the moment
an appointment is needed and the moment of the appointment itself as ex-
plained in Section [2.3] Weekenddays are not included in the waiting time, so
a waiting time of five days corresponds to an one week delay of the appoint-
ment. The average waiting time in weekdays of all medical departments are
shown in Figure

The average waiting time of polyclinical appointments is less than one day
for every medical department and is thus negligible. This is in line with
our expectation, because we already noticed that only a small percentage of
patients have a waiting time of more than one day.

The average waiting times of day treatments and clinical admissions are
also relatively low for most of the medical departments. The average waiting
time is less than 4 days, except for day treatments at medical department 5
and 7 and clinical admissions at department 3 and 4. The waiting times of
day treatments at department 5 and 7 are respectively 4.9 and 7.3 days.

The waiting time for clinical admissions of department 3 and 4 are much
higher with an average of 18.8 and 8.4 weekdays. However, this is in line with
the previous results because those departments also have a high percentage of
patients who have to wait more than 5 days for their next clinical admission.
Although we did expect a higher waiting time for those departments, we did
not expect an average waiting time of almost 19 days. This high waiting
time can be explained by the fact that there are several patients who have
to wait much longer than one week, thus resulting in a large increase in the
average waiting time.

6.1.4 Conclusion

Since we have determined all the performance measures using discrete event
simulation, we now have information about the current service level. The
capacity utilization rate lies around 80% for most medical departments of
both polyclinics and outpatient clinics. The utilization rate of inpatient clin-
ics is somewhat higher and lies between 80% and 90%. The actual capacity
utilization rate during the past years was approximately 80%. We can thus
conclude that the simulation leads to similar results.

The percentage of patients who have to wait for their next polyclinical
appointment is rather low. Less than 20% of the patients have to wait one day
and less than 10% of the patients have to wait several days. The percentage
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of patients who have to wait for a day treatment is much higher. Especially
departments 5, 6 and 7 have a high percentage of waiting patients of up to
68%. Less than 10% of the patients have to wait for a clinical admission
at the inpatient clinic of departments 1 and 5. The percentage of waiting
patients at the other medical departments are much higher with percentages
ranging between 12 and 77%.

The last performance measures is the average waiting time of patients.
The waiting time for a polyclinical appointment is negligible at all medical
departments. The average waiting time of day treatments and clinical ad-
missions is less than 10 days for all medical departments. The only exception
is the waiting time for a clinical admission at department 3. On average, pa-
tients have to wait almost 19 days for an appointment at this clinic because
there are many patients who are hospitalized for a relatively long period.
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Figure 13: Average waiting times of patients
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6.2 Future service level

In a few years time, the hospital moves to another building with a lower
capacity. In this section we analyse the impact of this capacity reduction on
the service level of the hospital. In order to determine the future service level,
we decrease the capacity of all typs of treatments at all medical departments
with 30% in the simulation settings. The other settings remain unchanged.

Before determining the performance measures, we look at the total num-
ber of appointments in the future situation with reduced capacity. In one
year there are on average 374,558 policlinical treatments, 10,148 day treat-
ments and 12,331 clinical admissions. When we compare the number of
appointments in the future situation with the number of appointments in
the current situation given in Section [5.3, we conclude that the total num-
ber of appointments decreases. This can be explained by the fact that the
waiting times will increase due to limited capacity. Therefore, appointments
cannot be scheduled during the current year but will be scheduled during
the next year, resulting in a lower number of appointments. The number
of appointments at the polyclinic and outpatient clinic decrease with 11%
whereas the number of appointments at the inpatient clinic decrease with
20%. A 30% capacity reduction thus leads to a lower reduction in the num-
ber of appointments. This is in line with the previous results, because we
already noticed in Section that the capacity utilization rate was below
100%.

6.2.1 S;: Capacity utilization rate

We now look at performance measure S;, the capacity utilization rate. Since
the capacity of the medical departments is reduced, we expect the utilization
rate to increase. Figure [14] shows the capacity utilization rate in the future
situation.

We indeed notice a large increase in the utilization rate. The capacity
utilization rate of polyclinics lies between 98 and 100%. The utilization rate
of inpatients clinics also lies between 98 and 100%, except for medical de-
partments 5 and 6. These departments have a capacity utilization rate of
respectively 91% and 84%. The utilization rate of inpatient clinics lies be-
tween 89 and 97%. In Section we noticed that the current capacity
utilization rate lies between 80 and 90%. The utilization rate of inpatient
clinics thus shows the smallest increase. Compared to the utilization rate
of polyclinics and outpatient clinics, the inpatient clinic has a relatively low
utilization rate. At the inpatient clinic, patients are hospitalized for several
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days. Patients are therefore only hospitalized if there is enough capacity dur-
ing each day of the stay. It can therefore happen that there are patients who
need to be hospitalized for three days while there is capacity during only two
days. In that case, the patient can not be hospitalized and the capacity re-
mains unused. This discrepancy between the available and required capacity
thus leads to a lower capacity utilization rate.
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Figure 14: Utilization rate of the different medical departments

6.2.2 S,: Percentage of waiting patients

We also look at performance measure Sy, the percentage of patients who
have to wait at least a certain amount of days for their next appointment.
These percentages are given in Tables[10] [11]and[12] We immediately notice a
large increase in the percentage of patients who have to wait for a polyclinical
appointment. In the current situation less than 20% of the patients have to
wait one day and less than 10% of the patients have to wait several days.
Table [10] shows that the percentage of patients who have to wait one day lies
around 70% in the future situation. This is a large increase in the percentage
of waiting patients and thus leads to a decrease in the quality of care.

The same conclusions can be drawn for the outpatient and inpatient clin-
ics. The percentage of patients who have to wait at least one day are all
higher than 50%. Besides that, the percentage of waiting patients at all
medical departments are increased compared to the current situation. The
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percentage of patients who have to wait more than one week for a day treat-
ment or clinical admission is higher than 50% for most medical departments.
These are seriously high percentages and might result in a lower quality of
care. We can thus conclude that the service level declines when the capacity
is reduced because the number of waiting patients increases with approxi-
mately 50%.
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MD 1 2 3 4 3 6 7 8

1 day |67 73 1) 72 72 69 66 75
2 days | 64 70 72 70 70 67 64 70
3 days | 60 66 69 68 67 64 61 63
4 days | 57 63 66 66 65 62 99 26
5 days | 54 60 63 64 62 60 o7 46

Table 10: Percentage of patients who have to wait at least 1 to 5 days for a
day treatment for each medical department

MD 1 2 3 4 5 6 7

1day | 72 o8 o1 84 91 70 70
2 days | 69 5} 37 80 87 58 64
3 days | 67 52 29 79 84 51 61
4 days | 65 49 25 7 81 46 o8
5 days | 63 46 22 5 78 27 o6

Table 11: Percentage of patients who have to wait at least 1 to 5 days for a
day treatment for each medical department

MD 1 2 3 4 5 6 7
1 day 7 82 79 74 79 79 82
2 days | 75 80 71 70 78 7 81

3 days | 72 79 66 67 76 75 79
4 days | 70 7 61 65 74 73 77
5 days | 67 74 o7 62 72 71 75

Table 12: Percentage of patients who have to wait at least 1 to 5 days for a
clinical admission for each medical department
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6.2.3 Sj3: Average waiting time

At last, we also look at the average waiting time of patients who have to wait
for their next appointment. Figure [15| clearly shows that the waiting times
drastically increase when the capacity is reduced.

In Section we saw that the average waiting time of polyclinics was
negligible. Figure[l5|shows that the average waiting time of polyclinics in the
future situation lies between 7 and 12 days. This is a rather large increase
in the average waiting time.

The waiting time of day treatments at medical departments 3 and 6 re-
mains below 5 days. The waiting time of the other medical departments are
all below 20 days, except for department 5 which has an average waiting
time of almost 34 days. This is an extremely high waiting time, resulting in
a large decrease in the service level.

At the inpatient clinic, waiting times also increase compared to the cur-
rent situation. The average waiting time now lies between 13 and 22 days.
Since these are average waiting times, this means that there is also a group
of patients who have to wait several months for their next appointment.
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Figure 15: Average waiting time of patients
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6.2.4 Conclusion

In the future situation the capacity utilization rate increases to values be-
tween 80% and 100%. The capacity utilization rate of polyclinics is especially
high with more than 98% at all medical departments. The available capacity
will thus be used more efficiently resulting in lower average costs.

The percentage of waiting patients drastically increases when the capacity
is reduced. More than 50% of the patients have to wait at least 1 day at all
medical departments. The average waiting time of patients also increases,
especially at the inpatient and outpatient clinics. At some departments,
patients even have an average waiting time of more than 20 days.

We can thus conclude that the service level declines in the future situa-
tion. The inpatient and outpatient clinics are the main bottlenecks when the
capacity is reduced.

o4



6.3 Maintaining service level

In the last section we have seen that the service level decreases when the
capacity is reduced. However, the management of the hospital aims to keep
performance measures S, and S3 equal to the current service level. We there-
fore investigate several options that might help to increase the service level.
These options were already discussed in Section [2.4]

6.3.1 Increase capacity during the weekend

In this section we investigate the influence on the service level when we in-
crease the capacity on Saturday or during the entire weekend. The capacity
fluctuates during the week due to differences in the available personnel. It
would therefore also be possible to increase the capacity at each weekday
to the maximum capacity during the week. However, we believe that this
increase in the capacity is not enough to maintain the current service level.
We therefore increase the capacity during the weekend, although that might
be more expensive than increasing the capacity during weekdays. The ca-
pacity during the weekend will be equated with the lowest capacity during
the weekdays. If the capacity is lowest on Mondays, the capacity during the
weekend will thus be equal to the capacity on Mondays.

Figures and show the average waiting time of patients at polyclinics
and oupatient clinics.

Firstly, we look at the average waiting time for polyclinical appointments.
The average waiting time reduces with at most 7 days when the capacity is
increased on Saturdays. When the capacity is increased during the entire
weekend, the average waiting time is less than 2 days for all medical depart-
ments.

Figure [17| shows the average waiting time for day treatments. We notice
that the average waiting time of departments 5 and 6 stays approximately
the same. This can be explained by the fact that the capacity at these
departments is not changed. The capacity during one or more weekdays is
equal to zero and we therefore do not change the capacity during the weekend.
The other medical departments show a small decrease in the average waiting
time of patients

We do not show the average waiting time of clinical admissions because
inpatient clinics already treat patients during the weekend. The increase in
the capacity will thus be rather small, resulting in a small increase in the
service level.
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Figure 16: Average waiting time of patients for polyclinical appointments
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Figure 17: Average waiting time of patients for day treatments
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Now that we have seen that the average waiting time decreases when the
capacity increases during the weekend, we look at the percentage of patients
who have to wait for their next treatment. This is shown in Figure [18] for
the polyclinical appointments and day treatments of department 1.

Sub-figure (A) shows the percentage of patients who have to wait for a
polyclinical appointment. When we increase the capacity on Saturday, the
percentage of patients who have to wait is almost halved. When the capacity
is increased during the entire weekend, the percentage of patients who have
to wait is almost equal to the current percentage of waiting patients.

The percentage of waiting patients at the outpatient clinic also decreases
when the capacity is increased. If we increase the capacity on Saturdays, the
percentage of waiting patients is approximately 20% lower. The percentage of
patients who have to wait is more than 40% lower if we increase the capacity
during the entire weekend.

We did not include the figures of the other medical departments, but
these show similar graphs as the ones shown in FigurdI§|

As expected, we can conclude that the service level increases when the capac-
ity during the weekend is increased. This especially leads to a large reduction
in the average waiting time of polyclinical appointments. If we increase the
capacity during the entire weekend, the waiting time is approximately equal
to the waiting time in the current situation. The average waiting time at the
outpatient clinic shows a small decrease whereas the percentage of patients
who have to wait decreases with 40%.
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Figure 18: Percentage of patients who have to wait at least 1 to 10 days for
either a polyclinical appointment or a day treatment at department 1

6.3.2 Combining medical departments

In this section we investigate whether the service level can be improved by
combining two medical departments. The average waiting time of inpatient
clinics is lowest at department 1 and the average waiting time of outpatient
clinics is lowest at department 3. This can be seen in Figure [15]in Section
We therefore investigate the effectiveness of combining medical depart-
ments 1 and 3. In this way, both departments are able to gain benefit from
the collaboration. In our simulation model, we use one new medical depart-
ment and remove departments 1 and 3. The capacity of this new department
consists of the capacity of both medical department 1 and 3. Patients who
have an appointment at either department 1 or 3 will be treated at the new
medical department.

Figure shows the average waiting time of department 1 and 3 for the
different types of treatments. Sub-figure (A) in Figure [19|shows the average
waiting time at the polyclinic. To our surprise, the average waiting time of
both medical departments decreases to approximately 4 days. It will prob-
abaly be easier to schedule patients at the required date due to the larger
combined capacity. However, the average waiting time will still be higher
than in the current situation.
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Sub-figure (B) shows the average waiting time at the outpatient clinic.
The average waiting time at department 1 decreases from 13 days to 9 days.
On the other hand, the waiting time at department 3 increases from 3 days to
7 days. The waiting time of patients is thus spread more evenly across both
medical departments. This is a desirable result, because the management
of the hospital prefers a large number of patients with a small waiting time
rather than a small number of patients with a large waiting time.

The same holds for the inpatient clinic, shown in sub-figure (C) in Figure
[15] Medical department 1 shows a small increase in the waiting time whereas
department 3 shows a small decrease in the waiting time.
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Figure 19: Average waiting time of patients for polyclinic, day treatments
and clinical admissions of medical departments 1 and 3

We also look at the percentage of patients who have to wait for their next
appointment. The graphs are shown in Figure for the first medical de-
partment and in Figure [21] for the third medical department.

When we look at department one, we notice a relatively large decrease
in the number of waiting patients for polyclinical appointments and day
treatments. The percentage of patients who have to wait for a polyclini-
cal appointment decreases with almost 20%. The outpatient clinic shows a
decrease of approximately 10%. Combining the medical departments thus
leads to decrease in the average waiting time as well as the percentage of
waiting patients. Sub-figure (C) in Figure [20| shows a small increase in the
percentage of waiting patients of less than 2%.

Sub-figure (A) in Figure [21{again shows a large decrease in the percentage
of waiting patients at the polyclinic. Combining medical departments 1 and
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3 thus has a positive effect on both departments. However, when we look
at sub-figures (B) and (C) we notice an increase in the percentage of wait-
ing patients at both the outpatient and inpatient clinic. Combining both
departments thus has a negative effect on the outpatient clinic of medical
department 3. It leads to a higher average waiting time and a higher per-
centage of waiting patients. The percentage of patients who have to wait for
a clinical admission also increases, while the average waiting time only shows
a small decrease.

Overall, we can conclude that combining medical departments one and three
has a positive effect on both departments of the polyclinic. For the day
treatments, the service level of department 1 increases while the service level
of department 3 decreases. This can be useful to spread the waiting time
more evenly across the different medical departments. Both outpatient clin-
ics actually perform worse regarding the percentage of patients who have to
wait. The average waiting time of clinical admissions at department 1 and 3
only show small changes. We thus recommend the hospital to combine the
polyclinics and outpatient clinics of department 1 and 3. We furthermore
advice the hospital to investigate whether other combinations lead to better
results.
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Figure 20: Percentage of patients who have to wait at least 1 to 10 days
for either a polyclinical appointment, day treatment or clinical admission at
medical department 1
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Figure 21: Percentage of patients who have to wait at least 1 to 10 days
for either a polyclinical appointment, day treatment or clinical admission at
medical department 3
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6.3.3 Reduce the length of stay

We now investigate the influence of a reduction in the length of stay on the
service level. We investigate this by reducing the length of stay with one
day if the duration is longer than five days. If the duration is shorter than
five days, we expect that it is not possible to reduce the length of stay with
a more efficient scheduling of treatments. We therefore do not decrease the
length of stay if the duration is shorter than five days. On the other hand, we
believe that it will not be possible to decrease the length of stay with more
than one day, even if the duration is much longer than 5 days. Improving the
scheduling of treatments during the hospitalization will not lead to a larger
decrease in the length of stay than 1 day.

Figure shows the average waiting time of patients. This figure shows a
rather large decrease in the waiting time of all medical departments when
the length of stay is reduced. All medical departments show a decrease of 4
to 10 days in the waiting time. This is a very good result if we consider that
the length of stay is reduced with only one day. We can thus conclude that
reducing the length of stay has a rather large positive effect on the average
waiting time.
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Figure 22: Average waiting time of patients
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At last, we also look at the percentage of patients who have to wait at least 1
to 10 days. Figure|23|shows the percentages of medical department one. The
percentage of waiting patients at medical department 1 decreases with more
than 5%. We did not include the figures of the other medical departments
because those show similar results.

We can thus conclude that trying to reduce the length of stay indeed leads
to an increase in the service level. The average waiting time as well as the
percentage of waiting patients reduces. We therefore advice the management
to keep stimulating the personnel to actively try to decrease the length of
stay. This can be done by scheduling the treatments more efficiently during
a hospitalization.
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Figure 23: Percentage of patients who have to wait at least 1 to 10 days for
a clinical admission at medical department 1

63



7 Conclusion

The main goal of this paper was to find a way to maintain the service level
at Erasmus MC while reducing the capacity. We used discrete event simu-
lation to model patient flow at division Dijkzigt. This model can be used
to determine the current service level of the hospital, including the capacity
utilization rate and average waiting time. It can also be used to analyse the
impact of a capacity reduction and to investigate several options to increase
the service level.

We first analysed the data and constructed a transition diagram to gain
insight in the patient flow between the different medical departments. This
analysis did not lead to any surprising results. It confirmed that patients
have polyclinical appointments before and after day treatments and clinical
admissions. It also confirmed that patients are usually treated at only one
medical department and are rarely transferred to other medical departments.

Secondly, we used our simulation model to investigate the current service
level of the hospital. The capacity utilization lies around 80%, which is in
line with the actual utilization rate. The percentage of patients who have
to wait for their next polyclinical appointment is rather low, less than 20%
of the patients have to wait one or multiple days. For the outpatient and
inpatient clinic these percentage are higher. The average waiting time of
patients is also quite low. The waiting time for a polyclinical appointment
is negligible and the other waiting times are all less than 10 days. Only the
waiting time of clinical admissions at department 3 is higher with an average
of almost 19 days.

Within a few years time, the hospital moves to a new building resulting
in a capacity reduction of 30%. With our simulation model, we were able to
determine the impact of this reduction on the service level of the hospital.
The capacity utilization rate increases to values between 80% and 100%.
However, the percentage of patients who have to wait and the average waiting
time also increases. The average waiting time of patients especially increases
at the inpatient and outpatient clinics. The percentage of patients who have
to wait increases to more than 50% at all medical departments of all types
of treatments. Reducing the capacity will thus lead to lower costs, but this
comes at the expense of a much lower service level.

Of course, the hospital aims to keep the service level equal while reducing
the capacity. We therefore investigated several options to increase the service
level. Firstly we increased the capacity on Saturday and during the entire
weekend. This leads to a large decrease in the average waiting time, which
becomes approximately equal to the average waiting time in the current situ-
ation. The percentage of waiting patients also decreases with 40%. Secondly,
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we combined two medical departments to be able to share the capacity of
both departments. This leads to an increase in the service level of both de-
partments for polyclinical appointments. The average waiting time as well
as the percentage of waiting patients decreases with at least 20%. For the
outpatient clinic, the waiting time is spread more evenly across both med-
ical departments. However, combining medical departments 1 and 3 leads
to a decrease in the service level of the inpatient clinic. Both the average
waiting time and percentage of waiting patients increase. At last, we in-
vestigated whether reducing the length of stay leads to an increase in the
service level. This is indeed true, the waiting time and percentage of waiting
patients decrease with at least 10%.

We thus advice the management of the hospital to investigate whether it
is possible to carry out the solutions mentioned above. This leads to a large
increase in the service level and thus helps to nullify the consequences of the
capacity reduction.

7.1 Discussion and future research

During this research we encountered a few limitations and shortcomings. In
this section we mention them and provide possibilities for improvement and
future research.

The data provided by the hospital was very limited. First of all, there was
almost no information about the current capacity of the different medical
departments. The capacity is actually the most limiting factor when inves-
tigating waiting times and other service measurements. Small deviations in
the actual capacity can lead to large errors in the service level. However, due
to more reliable information about the number of patients per department
we do believe that the used capacity is rather accurate.

The hospital furthermore provided us with patient data of one year. We
therefore do not know whether a patient visits the hospital for the first time
or whether the patient has a follow-up appointment. We also do not know
whether patients finished their treatment or need to revisit the hospital.
Therefore, we assumed that patients finished their treatment when their last
appointment was more than a certain amount of days ago, depending on the
medical department where the patient was treated. In reality, this will not
be the case because there might be patients who only have to revisit the
hospital once or twice a year. On the other hand, there are also patients who
do not need to revisit the hospital although their last treatment was only
several days or weeks ago. On average, the different exit rates per medical
department will thus be appropriate.
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More information about the patients could also have led to a more accu-
rate analysis of patient flow. General information such as age, gender and
diagnosis are needed to differentiate between patient types. Specific flow
diagrams can then be made for different diagnosis, which leads to a more
realistic patient flow throughout the hospital. However, we also know that
there are thousands of diagnosis and patient types. Since we are analysing
an entire division, this would lead to too much diversification.

Overall, we can conclude that more detailed information would have in-
creased the reliablity and accuracy of the simulation model and therefore the
results.

We already mentioned in Section [3| that attempts to model a whole hos-
pital are rare. The main contribution of this thesis is that it shows that it
can be useful to model an entire division. By using the appropriate simpli-
fications and level of detail, we were able to determine the service level of
the hospital. Most of the literature focusses on increasing the efficiency of
small parts of the hospital. This thesis shows that it is also useful to look at
the whole hospital and to investigate more drastic measures to increase the
service level. For example, combining medical departments or increasing the
capacity during the weekend can lead to a large increase in the service level.
We have thus shown that a broader view can lead to a more efficient hospital.

Our simulation model can be used satisfactorily when analysing global pa-
tient flow and service levels of the hospital. It can also be used to determine
the impact of changes in the capacity and organisation of the hospital. Our
model was able to provide information about the bottlenecks of the hospital.
However, when we want to investigate small changes in the organization of
medical departments our simulation model cannot be used. For future re-
search, we therefore advice to model specific medical departments instead of
an entire dvisision.

Firstly, we think that it would be useful to analyse patient flow during
only one visit to the hospital. Information about the patient flow during the
visit can be used to increase the efficiency during those visits. This might
lead to a higher utilization rate and shorter waiting times. Reducing the
waiting time during a visit to the hospital leads to a higher appreciation of
patients.

It would also be interesting to consider a redistribution of beds between
sites. We have seen in Section [6.3.2] that it can be efficient to combine two
medical departments. Sharing capacity can lead to a higher service level of
both departments. Investing time in the right allocation of beds between
medical departments can thus lead to a higher utilization rate and lower
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average costs.

Thirdly, we also recommend to use appointment scheduling. In this re-
search we ignored the different appointment types and worked with a total
number of appointments per day. In reality, there are different type of ap-
pointments which are scheduled at specific time slots during the day. Using
the optimal time slots for different appointment types leads to more efficient
planning resulting in shorter waiting times and less staff overtime.

Since the hospital will be moving to a new building, we also advice to
consider hospital layout planning. Hospital layout planning aims to desing a
hospital or medical department in such a way that it minimizes the movement
of patients, personnel and equipment. Since the hospital will move to a new
building in a few years time, it will be easier to implement the results of
hospital layout planning.
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Appendices

A Capacity

In this appendix, we provide information about the available capacity of the
three different types of treatments of each medical department. The capacity
is denoted as the total number of appointments that can be handled at each
day. The capacity remains constant throughout the year for the different

days of the week.

MD 1 2 3 4 5 6 7 8
Monday 690 182 26 271 149 88 41 333
Tuesday 671 199 57 208 145 124 93 347
Wednesday | 561 184 44 288 108 59 23 326
Thursday | 558 182 44 185 201 103 70 306
Friday 430 140 40 226 163 54 34 278
Saturday | 0 0 0 0 0 0 0 19
Sunday 0 0 0 0 0 0 0 15
Table 13: Capacity of polyclinics

MD 1 2 3 4 5 6 7 8
Monday 8 23 1 15 0 0 2 0
Tuesday 8 22 1 18 0 0 1 0
Wednesday | 7 20 2 12 0 0 1 0
Thursday | 8 22 1 14 0 0 1 0
Friday 6 18 1 3 5 2 1 0
Saturday | 0 0 0 0 0 0 0 0
Sunday 0 0 0 0 0 0 0 0

Table 14: Capacity of inpatient clinics

70



5 6 7

33 19 11
84 20 13
83 20 13
84 21 12
82 20 10
67 15 7

69 15 8

MD |1 2

Monday 73 23
Tuesday 79 24
Wednesday | 78 25
Thursday | 77 25
Friday 75 26
Saturday | 56 19
Sunday 56 19

— o= NN DN DN W
DO DN W ULk W
O OO OO OO

Table 15: Capacity of inpatient clinics

B Transition probability matrices

The transition probability matrices are given in this appendix. State 1 to 8
correspond to the eight medical departments. State 0 corresponds to newly
admitted patients whereas state 10 corresponds to the end of treatment,
meaning that a patient does not return to the hospital. The clinic also has a
ninth department. Clinical admissions can consist of multiple sub-admissions
when patients are transferred to other departments. It might also happen
that a patient is transferred to a department which does not belong to division
Dijkzigt. In the transitation probability matrices this is denoted as state 9.
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Ry |1 2 3 4 5 6 7 8 10

0 0.320 0.061 0.011 0.167 0.124 0.089 0.044 0.120 0.000

1 0.724 0.088 0.037 0.018 0.015 0.006 0.002 0.013 0.072

2 0.209 0.465 0.004 0.014 0.036 0.004 0.003 0.037 0.110

3 0.328 0.013 0.436 0.035 0.008 0.019 0.006 0.022 0.108

4 0.050 0.006 0.005 0.727 0.009 0.005 0.005 0.008 0.126

) 0.062 0.029 0.002 0.015 0.623 0.010 0.017 0.033 0.168

6 0.045 0.006 0.006 0.013 0.014 0.625 0.006 0.028 0.215

7 0.023 0.005 0.003 0.020 0.046 0.009 0.498 0.191 0.153

8 0.032 0.015 0.002 0.006 0.019 0.012 0.023 0.800 0.073

Table 16: Transition rates from polyclinic i to polyclinic j

Sy |1 2 3 4 5 6 7 8

0 0.004 0.014 0.001  0.005 0.001 0.001 0.001  0.000

1 0.006  0.003 0.001 0.001 0.001 0.001 0.001 @ 0.000

2 0.001  0.077  0.001  0.001  0.001 0.000 0.001  0.000

3 0.001  0.003 0.012 0.001  0.001  0.000 0.001  0.000

4 0.001  0.001  0.001 0.050 0.001 0.001 0.001  0.000

) 0.001  0.007  0.000 0.001 0.001 0.001 0.001  0.000

6 0.001  0.001  0.001 0.001 0.001 0.004 0.000 0.000

7 0.001  0.001 0.001 0.001 0.001 0.001 0.013 0.000

8 0.001  0.002 0.001 0.001 0.001 0.001 0.001  0.000
Table 17: Transition rates from polyclinic i to day treatment j

T; |1 2 3 4 5 6 7 8 9

0 0.014 0.004 0.001 0.001 0.012 0.003 0.003 0.000 0.003

1 0.011 0.001 0.001 0.001 0.005 0.001 0.001 0.000 0.001

2 0.008 0.021 0.001 0.001 0.009 0.001 0.001 0.000 0.002

3 0.003 0.000 0.004 0.000 0.002 0.001 0.001 0.000 0.001

4 0.002 0.001 0.000 0.003 0.001 0.001 0.001 0.000 0.001

) 0.004 0.001 0.000 0.001 0.025 0.001 0.001 0.000 0.001

6 0.002 0.001 0.001 0.000 0.002 0.031 0.001 0.000 0.001

7 0.001 0.001 0.000 0.001 0.001 0.001 0.032 0.000 0.002

8 0.004 0.001 0.001 0.001 0.005 0.002 0.001 0.000 0.003

Table 18: Transition rates from polyclinic i to clinic j
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U; |1 2 3 4 5 6 7 8

1 0.474  0.017 0.003 0.016 0.006 0.008 0.002 0.083

2 0.064 0.847 0.002 0.003 0.008 0.001 0.000 0.009

3 0.209 0.004 0.285 0.007 0.000 0.007 0.004 0.011

4 0.005  0.001  0.000 0.990  0.000  0.000  0.000  0.000

) 0.000  0.007  0.000  0.000 0.610 0.000 0.000  0.007

6 0.000  0.000  0.000  0.000 0.000 0.025  0.000  0.000

7 0.003  0.009 0.000 0.003 0.003 0.003 0.664  0.120

8 0.000  0.000  0.000  0.000  0.000 0.000 0.000 0.000

Table 19: Transition rates from day treatment i to polyclinic j

Vi |1 2 3 4 5 6 7 8 10

1 0.334 0.001 0.001 0.000 0.001 0.000 0.000 0.000 0.038

2 0.000 0.059 0.000 0.001 0.000 0.000 0.000 0.000 0.005

3 0.004 0.000 0.455 0.000 0.000 0.000 0.000 0.000 0.007

4 0.000  0.000 0.000 0.004 0.000 0.000 0.000 0.000 0.001

) 0.000 0.000 0.000 0.000 0.030 0.000 0.000 0.000 0.007

6 0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

7 0.000 0.003 0.000 0.000 0.000 0.000 0.090 0.000 0.018

8 0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Table 20: Transition rates from day treatment i to day treatment j

Wi |1 2 3 4 5 6 7 8 9

1 0.014 0.000 0.000 0.001 0.002 0.000 0.000 0.000 0.001

2 0.001 0.002 0.001 0.000 0.001 0.000 0.000 0.000 0.001

3 0.000 0.000 0.007 0.000 0.000 0.000 0.000 0.000 0.000

4 0.000  0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000

) 0.004 0.000 0.000 0.000 0.331 0.000 0.000 0.000 0.004

6 0.000  0.000 0.000 0.000 0.000 0.975 0.000 0.000 0.000

7 0.000  0.000 0.000 0.000 0.000 0.000 0.084 0.000 0.000

8 0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Table 21: Transition rates from day treatment i to clinic j
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Xij 1 2 3 4 5 6 7 8

1 0.348 0.102 0.003 0.015 0.028 0.005 0.001 0.122

2 0.091 0.677  0.001 0.002 0.015  0.001 0.001 0.071

3 0.386  0.046 0.171 0.000 0.012 0.023 0.000 0.136

4 0.000  0.000  0.000 0.827 0.000 0.000 0.009 0.055

5 0.157  0.071 0.001 0.004 0.245 0.004 0.003 0.212

6 0.009  0.001 0.000  0.003 0.003 0.270 0.003 0.563

7 0.006  0.012 0.000 0.017 0.013 0.014 0.602 0.142

8 0.000  0.000  0.000 0.000 0.000 0.000 0.000 0.000

9 0.015 0.042 0.000 0.006 0.008 0.007 0.003 0.211

Table 22: Transition rates from clinic i to polyclinic j

Y |1 2 3 4 5 6 7 8 10

1 0.006 0.004 0.000 0.001 0.001 0.000 0.000 0.000 0.091

2 0.000 0.017 0.000 0.000 0.000 0.000 0.000 0.000 0.016

3 0.000 0.000 0.046 0.000 0.000 0.000 0.000 0.000 0.000

4 0.000 0.000 0.000 0.009 0.000 0.000 0.000 0.000 0.025

5 0.001 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.040

6 0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.013

7 0.001 0.000 0.000 0.000 0.000 0.000 0.001 0.000 0.020

8 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

9 0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.032
Table 23: Transition rates from clinic i to day treatment j

Zi |1 2 3 4 5 6 7 8 9

1 0.215 0.006 0.001 0.000 0.008 0.001 0.000 0.000 0.046

2 0.007 0.059 0.001 0.000 0.015 0.000 0.000 0.000 0.027

3 0.000 0.000 0.159 0.000 0.000 0.000 0.000 0.000 0.023

4 0.000 0.000 0.000 0.059 0.000 0.000 0.004 0.000 0.013

5 0.007 0.003 0.001 0.000 0.130 0.002 0.001 0.000 0.119

6 0.003 0.003 0.000 0.000 0.003 0.055 0.002 0.000 0.069

7 0.004 0.003 0.000 0.004 0.009 0.002 0.081 0.000 0.068

8 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

9 0.123 0.023 0.001 0.003 0.312 0.054 0.037 0.000 0.124

Table 24: Transition rates from clinic i to clinic j
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C Parameter estimates

In this appendix we present the parameter estimates of the length of stay of
clinical admissions and the number of new patients .

Parameter estimates length of stay:

Length of stay clinic 1 ~ Lognormal(1.3135, 0.8246)
Length of stay clinic 2 ~ Lognormal(1.2608, 0.9381)
Length of stay clinic 3 ~ Lognormal(1.4547, 0.8811)
Length of stay clinic 4 ~ Lognormal(1.1689, 0.8770)
Length of stay clinic 5 ~ Lognormal(1.3878, 0.9288)
Length of stay clinic 6 ~ Lognormal(1.3895, 0.7949)
Length of stay clinic 7 ~ Lognormal(1.1075, 0.7346)
Length of stay clinic 9 ~ Lognormal(1.1211, 0.8838)

Parameter estimates number of new patients:

New patients polyclinic 1 ~ Normal(43.9907, 14.2620)
New patients polyclinic 2 ~ Normal(9.2243, 4.1330)
New patients polyclinic 3 ~ Normal(1.4112, 1.6250)
New patients polyclinic 4 ~ Normal(28.7196, 9.8697)
New patients polyclinic 5 ~ Normal(22.4579, 8.2568)
New patients polyclinic 6 ~ Normal(19.1869, 9.8929)
New patients polyclinic 7 ~ Normal(8.2617, 5.7974)
New patients polyclinic 8 ~ Normal(21.7383, 7.0955)
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