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Abstract
This thesis deals with the question whether firms in an alliance perform better with regards to innovation, market performance and financial performance. This thesis begins with the discussion of several theories on this theme.  

Entering alliances with other firms have become a rule, rather than an exception. It is relatively difficult to acquire new knowledge or to develop, manufacture and market products individually. 

Using complementary assets from each other is considered a necessity to survive competition. 

Innovation is also regarded to be necessary in order to survive. By doing so, firms enable themselves to work more efficiently and qualitatively better than their rivals. An often chosen way to innovate is to file patents. 

Theory indicates a positive effect of alliances on market-, financial- and innovative performance, which is formulated in five hypotheses. Furthermore, the relation between alliances and financial- market- and innovative performance have in this thesis also been applied to three major high-tech industries: the biotechnology, pharmaceutics and IT industry.

For the empirical research, SDC Platinum was consulted(to acquire information on worldwide alliances), Thomson One Banker(to extract financial data from) and Esp@cenet(for counting patents applied for by companies).

After running an independent t-test, linear regression and bivariate correlation test for all financial rates and patents, it has turned out that the t-test and correlation test showed somewhat different results than the OLS regression does. Return on Invested Capital and Return on Sales have appeared to be higher for non-allying firms and if a firm decides to enter an alliance, those same rates are most likely to decrease. The  regression results suggest that all hypotheses can be accepted, and as control variables are included, this gives stronger evidence to accept the hypotheses. Overall, the assumption that allying firms produce a higher rate of Return on Sales, Return on Invested Capital, Sales, Research and Development to Sales and Patents, is true. 

On average IT firms show higher values of variables more often than firms of the pharmaceutics and biotechnology industry. All three industries demonstrate a positive linear relation between alliance and two variables: Return on Sales and Sales. Biotechnology and pharmaceutics businesses both show a positive linear relation between alliance and patents. The same holds for alliances and Research and Development to Sales for biotechnology and IT firms.

Foreword
This Master thesis has been written to complete my studies Economics and Business at the Erasmus University Rotterdam. It centralizes a firm’s choice to work (closely) together with other firms in an alliance, with the objective to a better performance. More especially, to a better market-, financial and innovative performance.

Writing this report started in april 2008, and it took much effort(approximately two months)to create the dataset as the firms had some criteria to meet. With mixed statistical results, it was a challenge to draw the right conclusions that followed from the hypotheses. I also had to test my writing skills which may be subject to improvement. However, this thesis could not have been created and finished without the help of the following people:

My supervisor, Mr.P.D.Koellinger, whom I learnt much from as he provided a more realistic view on the subjects I presented before and on how to handle this final topics. I learnt from his comments that were highly valuable. Second, I would like to thank my family who continued to motivate me to finish my study and Master thesis. Finally, I thank my boyfriend Wilfred, who has given realistic, critical yet valuable insight on the contents and style of this thesis.

Due to the discussion of innovation in this report, my interests in this topic has increased. In a more concrete way, I have considerations on working in an industry where innovative activities are the core of the business. Thus, this research topic was after all a very good choice as a beginning of my career.
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Chapter 1
Introduction

1.1
Motivation

During the course Economics of Strategy, a fascinating lecture on the pharmaceutics industry was given, in particular on the development process of pharmaceutic drugs. It was interesting to learn about the common development process of one drug, and how much time it takes to market that specific drug. For example, it may take twelve years from invention till the moment the invented drug is taken by a patient. On top of this, eight more years are added up for a firm to retain its exclusivity. Next, before introducing a drug on the market, firms have to make deals with respect to prices if the firm is relatively new on an existing market. Pharmaceutic firms use patents, but not all patents turn out to be applicable at the end. A patent procedure starts by filing a patent, followed by publishing the patent, which usually happens in the eighteenth month and finally, the same patent is subject to examination that could also take months before is accepted. In order to facilitate the development of drugs, a large number of pharmaceutic firms collaborate and it is therefore quite common to enter (Research and Development) alliances with other pharmaceutic firms or, in some cases, with biotechnology companies. Innovating individually would take more time and money than by collaborating with other firms. Advantages of alliances are, among others, sharing risks and costs.

In general, it has become common for all types of firms to search for a collaborating partner, to jointly develop new products and services. By sharing resources, knowledge and capital with other firms, firms can work faster and more efficiently on innovations than by doing so on their own. This thesis attempts to research how beneficial alliance can be compared to their non-allying counterparts in terms of financial-, market- and innovative performance in particular in the biotechnology, pharmaceutics and IT industry. These are in general highly innovative industries where many alliances take place. Following from these developments, the main problem statement is:
“Do allying firms innovate more than their non-allying counterparts, do they have a better financial- and market  performance and where can differences be found in the biotechnology, pharmaceutics and IT industry?”  

1.2 Research questions

To answer the main research question above, the following sub questions are formulated:

1. what is an alliance and why do businesses enter alliances?

2. which different types of alliances can be characterized and where can differences be found?

3. what is innovation?

4. are allying firms more innovative, in terms of patents, in comparison to those that innovate on their own?

5. do allying firms perform better, in terms of financial- and market performance, than their non-allying counterparts?
6. to what extent do biotechnological, pharmaceutical and IT- firms differ in terms of financial results and innovation with alliances and without alliances?

1.3 Objective 

The thesis provides insight into the relation between alliances, innovation-, financial- and market performance. The main objective is to analyze this relation more thoroughly; this research examines whethter allying firms are more innovative than firms that operate on their own, in terms of the number of patents and which effect alliances have on financial and market performance. Furthermore, the research includes a closer look into biotechnology, pharmaceutic and IT firms that ally and don’t ally. 
1.4 Demarcation
This thesis will mainly be focused on the comparison between allying and non-allying firms, with a further narrowing on the biotechnology, pharmaceutics and IT industry. These industries are chosen because they are heavily involved in research and development activities and they are assumed to be greatly involved in alliances. To give an example: in the period from 1980 to 2000, technology and research alliances have increased. 695 hereof, were found in six sectors, of which biotechnology is one. The other are the IT industry, advanced materials, aerospace and defense, automotive and chemicals industry (Schilling, 2007).

Innovation can be measured in a number of ways. First, research and development intensity could at first glance be an indicator by taking the research and development expenditure and divide it by the number of employees. However, measuring the input does not necessarily determine the innovativeness of a business. Another option is to count the number of patents. A disadvantage of this technique is that not each patent turns out to be useful or applicable. Some patent applications can be deemed to be withdrawn. A more detailed manner hereto, is to count the number of citations of each patent that a business owns. But since some multinational firms own enormous amounts of patents, which in some cases are counted in thousands, it would probably take months to count all these citations. Therefore, measuring innovative output will be restricted to the count of patents. Patents will be counted each year from the period 1987 to 2007. Furthermore, a few business industries will be analyzed, which are 
1) pharmaceuticals

2) biotechnology

3) IT
Although the majority of the analyzed firms in the empirical part happen to be Japanese and American, there is no limitation in geographical view.  Return on Invested Capital and Return on Sales are two rate of returns to be analyzed. The former has been chosen for since this is important to continuously invest  in Research and Development, within the high-tech industry. The latter, as it indicates the return which is obtained in relation to the sold products, which is important for having the funding to invest.

1.5 Research methodology

This report is carried out by literature study. However, the empirical part comprises questions 3 to 5 by mainly using the following datasets: SDC Platinum, to see which firms and with whom they entered alliances, Thompson One Banker, to acquire firms’ financial ratios and figures and Esp@cenet to retrieve firms’ patents.

The sub questions relate to each other, in the following way:

Q1 is an alliance related question, whereas Q2 deals with innovations.

Q3 connects Q1 and Q2 together.
Q4 will be answered by analyzing how performance ratios change from the moment firms have announced an alliance with other businesses. This will be compared to the ratios of non-allying firms. 

Finally, Q5 repeats Q3 and Q4, but they will be applied to the biotechnology, pharmaceutic and IT firms.
1.6 Structure

This thesis is organized as follows: it starts with a theoretical framework that will form the basic guideline for the remaining empirical part of the thesis. 

Chapter two starts with the definition of alliances, why it is sometimes profitable for firms to collaborate, although alliances also take problems with them. The theory of Transactions Cost Economics is also important to mention, because of its linkage with alliances on which this chapter will elaborate as well. Section 2.6 finally deals with the influence of collaboration on financial- and  market performance. Chapter two will cover sub questions 1, 4 and 5.
Chapter three deals with the question what innovation means, what different types of innovation are known. As the biotechnology, pharmaceutic and IT businesses are the main industries that are examined in this thesis, it is interesting to mention how firms in these sectors innovate. Counting patents is a way to find out how innovative firms can be and more especially in the high- tech industry. This chapter further deals with patent citation and patent protection. Although networking is important to form alliances, firms also use networks to acquire information about innovative trends in or outside their business. Chapter three answers sub questions 2, 3 and 5

Chapter four contains the methodology of research regarding the hypotheses. 

What first will be dealt with is how financial ratios, differ among allying and non-allying firms. Likewise is the same analysis going to be carried out with the rate of innovation: patent counts. Chapter four covers sub questions 4 and 5.
Chapter five contains the output of four statistical tests that shall be carried out to examine whether the hypotheses can be supported or not. Besides, it includes a deeper look at allying and individually operating biotechnology, pharmaceutic and IT firms. Chapter five covers sub questions 4 and 5.
Chapter six finally consists of the general conclusion that follows from the previous chapters, with a few suggestions for further research.

Chapter 2
The function of alliances

2.1 Introduction 

This chapter is an introduction to the concept of alliance. Section 2.2 provides the reader insight into its definition and section 2.3 describes reasons for (not) collaborating with other organizations. As this thesis also provides research on alliances within the pharmaceutics, biotechnology, and IT industry, section 2.4 gives a further description hereof. Section 2.5 furthermore explains which role the theory of transaction cost economics plays in an alliance. 
2.2
Definition of alliance

Business alliances have become relatively popular during the past few decades. During the 80’s of the previous century, over 10.000 alliances were registered between European and other European or non-European firms(Bellon and Nioso, 2001). According to the literature, business alliances consist of independent firms who work together in order to share resources in different types of activities. Firms are then better able to focus on their own core skills and competencies(Parkhe,1993). Alliances are also described as voluntary cooperative arrangements between companies, set up in order to achieve a common strategic goal (Chung et.al, 2000). One of these goals is achieving competitive advantage for all partners involved, for a faster market entrance where technological innovations rapidly evolve. The basis of strategic alliances is resource integration among firms which is important to keep up with such rapid technological developments(Das and Teng, 2000). Simultaneously, through co-innovation, other firms’ skills and competencies are acquired that have not yet been present in-house(Bossink, 2002). Alliances have a limited duration of time and keep competition away as much as possible.
Suen (2002) describes another characteristic of alliances. According to her, an alliance is a cooperative  venture between independent firms whose relationships could be both horizontal and vertical. A second characteristic is that alliances’ contracts are subject to become incomplete contracts, such that opportunistic behaviour may arise which could lead to alliance failure or early termination. Chapter 2.5 will further elaborate on this topic.

2.3
The importance of entering alliances
There are different reasons for companies to enter collaborative agreements. Several studies show which objectives firms give to work together with other firms. Alliance partners perform tasks they each are specialized in, for example the contribution of technology or skills (Chan et al., 1997). It helps the firm to reduce commitment to their own assets and to continue flexibility. Alliances speed up the innovation and learning process(Kim and Song, 2007)
Businesses decide to collaborate in an alliance because “a firm’s alliances weaken rivals by denying them access to desirable partners and resources” (Silverman, S., 2007 and Baum, J., 2002) or to get away from a vulnerable, weak position. However, trying to disable competitors to pioneer in innovations is a quite one-sided view on acquiring the most of innovating together in an alliance. co-innovation(Ariño and Reuer, 2007; Bossink, 2002). Besides increasing market power and efficiency, exploiting new assets or capabilities are seen as the most important motivations(Ariño and Reuer, 2007; Bossink, 2002). The share of risks, capital, technology and firm-owned assets, uncertainty reduction and maintaining market stability have been mentioned as well (Al- Laham and Souitaris, 2007; Koza and Lewin, 2000; Mowery et.al., 1996). Next, creating new technologies by combining both similar and distinct technologies is an objective of alliances (Kim and Song, 2007). Finally, firms may choose to collaborate to protect themselves, through retaining jobs that would otherwise be lost as a results of (hostile) takeovers, mergers and acquisitions (Das and Teng, 1998).

In order to diversify risk, firms tend to build a portfolio of different research alliances and that seems to be most important to firms active in pharmaceutics, biotechnology, semiconductors and other industries where research projects are vulnerable for failure, due to complex knowledge. However, biotechnology firms regularly may need extern knowledge. This complementary knowledge and other assets are gained  through alliances which are formed with both non-profit firms, such as universities, and profit- seeking organizations that are usually pharmaceutics and biochemics partners. Of all industries that are greatly active in alliance formation, the biotech industry has the highest number of alliances (Al-Laham et. al.,2008).
Alliances are often formed to jointly work on an innovative project or to exchange data and other resources and they are done strategically through four different developmental stages. These are 1) autonomous strategy making, 2) co-operative strategy making, 3) founding an organization for co-innovation and 4)realization of innovation. In the first stage, all parties explore the possibilities of innovating jointly. After that, they negotiate about sharing costs and revenues. Next, contracts are signed and innovative plans are developed. Finally, the planned innovations are realized, managed and introduced to the market. (Bossink, 2002).
2.3.1
Disadvantages of alliances

There are a few disadvantages linked to business alliances, even though a keen selection of potential partners may have been carried out by a firm. Alliances may have the possibility to fail; followed by an immediate termination, which is relatively costly. One cause could be the presence of prisoners’ dilemma in a game theory, where partners do not know what intentions other parties have and therefore, they choose not to co-operate (Das and Teng, 2000). Uncertain behaviour may then  lead to opportunistic behaviour. Opportunism can further be explained on the basis of Transaction Economics, which will further be dealt with in section 2.5. Another obstacle to overcome is the bargaining power in negotiations. In the bargaining process, each firm’s bargaining power can be manipulated because parties rely on each other’s resources. These resources may all differ in value, which influences the bargaining power (Parkhe, 1993).

Alliances can thus be too flexible, without knowing exactly how to cooperate. There might be some issues on property rights and on who carries out (strong) control. On the other hand, alliances can also be too rigid in terms of joint equity ownership, non-recoverable investments and contractual specifications (Das and Teng, 2000).
2.4 Alliances in the high- tech industry

Study shows that businesses that invest heavily in internal technological knowledge development are most likely to enter alliances. Besides that, most high-tech firms that choose to ally tend to consider the status of potential partners. Those potential partners of a similar status are preferred more often as allying candidates, which happens for three main reasons: the status and quality of a firm’s output depend on another firm’ status, with whom the allying firm collaborates. Choosing an allying partner thus has a signalling role. Second, firms with similar status operate in the same competitive environment which means that high-tech businesses of similar status are most likely to have administrative systems from the same level. It then would be easier for partners to communicate and coordinate their activities. Third, free riding will tend to rise more often if one firm has a lower status than the other and works discouraging for the partners to share costs and resources(Zhang et al, 2007; Stuart, 2000). The partner with lower status expects more resources from the high-status counterpart, as the former is rather focused on the commitment to the alliance than on the real resources that are committed. The lower status partner is less likely to bring in sufficient effort to the alliance, should the high-status firm perform below expected level(Chung et al., 2000). The sections below will elaborate on alliances from each of the most important industries in this research.
2.4.1
Biotechnology  industry

The biotechnological industry can be characterized by radical innovation, the ability to adapt to changes rapidly and by frequent alliances with pharmaceutic firms (Zhang et al., 2007). They are also well for creating strategic alliances (Hall and Bagchi- Sen, 2007). Firms of this industry often enter three different types of alliances and these are related to research and development, marketing and manufacturing(Xu, 2006). Biotechnology alliances are also known for sharing complementary strengths, weaknesses and assets with other firms. Complementary capabilities are necessary because in technology- intensive industries, firms do not always fully control rent- generating technologies exclusively. Economic rent is a metric of market power: it calculates the difference between what is paid for land, capital and labour, and how much it needs to be paid to still be in its current case. Using assets and capabilities individually would generate fewer rents and is therefore less beneficial; cooperation has a higher chance to pay off when partners’ weaknesses can be complemented(Chung et. al., 2000).
It is also necessary to collaborate in order to exchange patentable scientific knowledge at minimum sunk costs, because they cope with a long period of product development. Besides, biotechnology networks can be characterized by co-opetition dynamics, which is defined as cooperating in some activities with a firm in an alliance, but also competing with the same firm in other activities at the same time. Collaborating with a competitor may not be the first logic choice for a firm, but it offers a few advantages. Firms complement each other, but co- opetition stimulates knowledge development as well. Simultaneously, it enables to get closer to each other, in order to see how they could behave when the alliance does not turn out to work at all (Quintana-Garcia and Benavides- Velasco, 2004). Alliances provide biotechnology firms access to external resources, and allow firms to survey and exploit technological opportunities. As a result, it speeds up the rate of innovation in order to be a more effective competitor. Also did Stuart(2000) mention a sample of young biotechnology firms, where financial growth rates were increasing after announcements of alliances.

Biotech firms tend to cooperate  with universities, venture capitalists and the pharmaceutical, chemical and agricultural industries. Alliances with universities are generally based on establishing good relationships with certain scientists. Although objectives from both sides are similar, the biotech company’s main goal is then to take ideas from the university’s laboratories to create a completely new chemical compound
. After all, these labs are used for basic research to learn how biological mechanisms function, which are then applied in a biotech’ or pharmaceutical firm’s drug discovery (Tapon et. al.,2001). 

2.4.2

Pharmaceutics industry

The rapidly growing number of takeovers, alliances and joint ventures lead firms to face cut- throat competition and expansion as a tool to gain economies of scale(Stuart, 2000). Literature reviews show that licensing, research and development contracts and joint ventures are most of the common types of collaboration within the pharmaceutics industry (Kale et al., 2000). A license contract is an arrangement where firms have the rights to use specific technologies, trademarks, copyrights –to mention a few examples- from another firm (Tidd et al, 2005). Joint ventures are the creation of a new entity, involving each other’s equity investments, and that resources are endlessly combined(Chan et.al., 1997; Das and Teng, 2000). Capital and other resources are committed by each partnering firm and are included in specific constructed contractual agreements. Similarly as in the biotechnology industry, pharmaceutic firms enter alliances in the field of research and development, marketing and manufacturing(Xu,2000).
Other studies have shown that there has been a major shift within the pharmaceutics industry, from organic chemistry to life- science based drug development. Pharmaceuticals have thus become increasingly powerful in terms of taking over smaller pharmaceutic and even biotechnology firms(Kale et al., 2002). For example, GlaxoSmithKline has announced to enter the market by cooperating with Aspen in a Joint Venture and they both are pharmaceutic companies. Japanese Daiichi Sankyo has bought one of India’s largest counterparts, Ranbaxy and although Teva, another big drug manufacturer on the market, has already entered several alliances, many more future deals shall not be excluded
. One possible reason for taking over biotechnology firms is that a sizeable number of companies face expiration of their patents, which means a loss of tens of billions of dollars in revenue to generics manufacturers. Biotech firms can become a rescue, because biotech drugs are difficult to copy, meaning that generic equivalents will follow slowly. Moreover, although pharmaceutic firms own much capital, big investors do not always have the full confidence in how those firms control the prices on pills and neither do they trust their capacity to innovate
.  These takeovers are usually structured in a way that pharmaceutics obtain the right to observe and manage the development process of the biotech partner. On their turn, pharmaceuticals offer funding possibilities of a research project at the biotech firm (Stuart,2000).

2.4.3

IT industry

During the 80’s of the previous century, there was a rise in the number of European technology alliances , especially those in the field of Information Technology. A reason therefore was that alliances were partly subsidized by the European Commission and supported by international organizations. Simultaneously, a number of technology programmes were started. Alliances have in this region caused a closer technological integration, since the allying IT firms have  started to co-specialise. Technological alliances took place between firms within the same region. However, this changed during the 1990s as European companies looked beyond their border and started collaborating with American partners (Santangelo, 2000). 

Technological co-specialization has also been argued as the cause of the increasing popularity of alliances. The more complementary technologies and products of IT firms are, the higher chances are that these firms will work together in an alliance. On the other hand, it is also possible for firms not to own any similar technologies at all, but instead to have similar products only. In both cases, an alliance based on licensing will be more likely (Cantwell and Colombo, 2000).
Sharing costs, risks and exchanging learning competencies have become important drivers behind IT alliances. Due to the high uncertainty and risk that is involved in Research and Development, alliances in the IT industry  are not uncommon because they add value to the firms in terms of acquiring technological know-how. Learning competencies are essential, because the IT sector is characterized by fast technological change. This leads to the need to acquire and maintain the necessary skills to keep up with competitors, which is easier in an alliance than as an individually operating company (Neill et.al., 2001). 

2.5 The theory of transaction cost economics

Transaction costs are costs that are involved in coordinating economic transactions. To further split up this definition; technological know- how, goods and employees are objects of transaction. Transaction costs arise from certain situations. An example is the cost that comes along with a bad debt after discovering that a customer is too little creditworthy or paying a higher price because an alternative supplier had not been looked for. According to Dyer(1997), these types of transaction costs are not the only ones; collecting information about potential trading partners, negotiating, monitoring the contract and putting sanctions to the partners in case they violate the agreement are all included in search-, contracting-, monitoring- and enforcement costs. Transaction costs exist due to the fact that humans are bounded rational and as a result of opportunism. Bounded rationality refers to not being able to look forward in the future, to see what causes may come from certain decisions or actions. It is not possible to oversee all alternative choices/ actions and to control the future. So, because humans are bounded rational, opportunism has a chance to rise. Parties then choose not to be honest and instead act more selfishly. 
There is a variable, within the transaction cost theory, that can explain which characteristics transactions have. This is the variable uncertainty: while carrying out a transaction, neither of the parties know what it will result into. Especially if it involves a contract or commitment spread over a long time of period. The longer an agreement, the more uncertainty may arise between parties. This part is the one in which bounded rationality and opportunism are involved. Due to an incomplete contract where not all possible actions of one party may be accounted for, the same party could violate the agreement as they assume such an action will not be punished. So if two firms include a rule in their contract that doing business with a third party is not allowed, the ‘doing business’ should be clearly defined. If exploring the possibilities of working together with a third party is not allowed, doing so is opportunistic behaviour.  If either of the two has had business meetings with a third firm, this may be seen as violation of the rule because it is a part of ‘doing business’. On the other hand, negotiations are not stuck to obligations and it does not necessarily mean that a contract has been signed.

In the biotechnology, pharmaceutics and IT industry, uncertainty also plays an important part. As was mentioned before, pharmaceutic firms sometimes find it hard to get financial investments from banks as prices on drugs may vary and banks cannot control the level of innovation carried out by these firms. In other words, banks cannot foresee if an innovated drug will turn out to be a successful  drug on the market. Since it is uncertain if these innovations are worth the investment, banks are more reluctant to lend capital to pharmaceutic firms. In order to reduce this uncertainty, firms decide to enter alliances to speed up the rate of innovation and to share investments. The same goes for IT and biotechnology industries, where the level of uncertainty and risk is relatively high (Bellon and Niosi, 2001). 

2.5.1 Importance of transaction cost economics in an alliance

The main objective of transaction cost economics is to decrease delays and inefficiencies, that are caused by relatively deficient internal management (McGrath et al.,1996) and minimizing total transaction costs and production costs. Alliances were created to share and thus reduce uncertainty and risk. However, a number of problems could arise in an alliance: first, chances of leaking information are likely to be high, since certain types of alliances (for example joint ventures) are difficult to exclude from the business. For a joint venture, it is expected that additional skills and competencies are accessible. Second, there is a chance of losing control or ownership, because additional knowledge may be used to form market intelligence and may be used for other purposes than within the alliance. Third, aims and objectives of both parties may not run similar to each other anymore on the short or long term, which result in conflicts(Schilling, 2007). Alliances are thus subject to fail. Besides too many detailed points of negotiation in the contract, lack of organizational skills, cultural clashes and inadequate planning in advance, the main causes of abrupt endings of alliances are unclear objectives of and not having thought of alternative options before allying with the other organization. Another problem is that an alliance may not at all fit in the general organization strategy(Koza and Lewin, 2000). Following from these difficulties with alliances, transaction cost economics can be regarded as a theory that provides a form of governance that tries to prevent future problems from happening(Quintana- Garcia and Benavides- Velasco, 2004). 
A contract between allying firms may include an agreement on sharing investments in machines, human capital and other assets. Coordinating it is relatively expensive, because it goes through governance structures, which consist of firms and contracts. (Bossink, 2002).
Transaction cost economics has, from the uncertainty point of view, explained how firms could decide to enter alliances; its main objective is to maximize profits that includes minimizing costs, which consist of transaction- and production costs. The former type of costs has already been described, whereas production costs involve learning, organizing and managing production (Das and Teng, 2000). Within the theory of transaction costs, firms can choose from different entry modes that may lead to the largest cost reduction. An entry mode is a way to enter the market; joint ventures and wholly owned subsidiaries are examples of modes of entry. Following from the main objective of maximizing profits and from choosing the right entry mode, transaction cost economics is considered to be an important guide for firms to enter business alliances through governance. Although it may take some time before parties decide to create an alliance together, objectives  hereof are sharing knowledge, resources, investments that otherwise would have been more costly to gain by only one party. As transaction cost economics is focused on reducing costs, and since it may reduce the uncertainties an alliance brings along, this is where alliances and transaction cost economics are linked to each other(Brouthers et. al., 2003).
2.6 Financial- and market performance with or without alliances
Alliances enable the exchange of specialized knowledge with other firms, which in many cases is difficult to copy by competitors. Some industries, such as electronics manufacturers, operate in markets where consumer needs change rapidly. They would serve the consumers better by having an allying partner and to join resources and capabilities. These firms are then better capable to anticipate on competitors by creating an advantage(Kale et.al., 2002). As a result, alliances intend to lead to a better market-based firm performance. The definition of market performance is ”.. the extent to which a firm achieves success in its existing businesses, products or markets, and in future positioning in its markets” (Kandemir et.al., 2006). Market-based performance is expressed in sales growth, market share, product development and market development(Sarkar et.al.,2001).  Besides Market Share and Sales Growth, Net Income Growth and Return on Sales are regarded as indicators to performance(Ramanujam and Venkatraman, 1987). Forming a strategic alliance leads to positive stock returns(Neill et.al.,2001). An example hereof is that a firm’s stock market response is highly correlated with an alliance announcement, because such announcements may signal higher commitment to the collaboration, in order to let the alliance become successful(Kale et.al., 2002).
 Certain aspects of an alliance, such as relational capital, strong ties and relationship capital have an indirect positive effect on market performance. This effect comes indirectly from a firm’s alliance orientation to market performance through a firm’s alliance network performance. Alliance orientation means that the competency to enter an alliance increases by scanning and learning about the possibilities and (dis)advantages of certain alliances. The competency is also increased by coordinating an alliance. Alliance orientation affects a firm’s alliance network performance positively, which comprises of the degree to which managers deal with the strength of their alliance networks, the strength of the relationships held with network partners and it comprises of the firms’ ability to deal with crises and conflicts. Firms that carry out the tasks in an alliance orientation with little or no problems, are better able to deal with the tasks included in an alliance network performance. Examples hereof is setting up systems and structures that supports management in an alliance. A firm that owns a high degree of alliance network performance signals to third parties that it is a firm that very well knows how to handle competitive advantages on the market. This will likely lead to a better market performance. It attracts new partners more easily with the intention to intensely collaborate with in order to boost up profits.  Also do they develop a better understanding of the partners’ activities that leads to exclusive exchange of tacit knowledge. Such alliances have the intention to develop better market positions that increase the firm’s competitive advantages(Kandemir et.al., 2006).

Stuart(2000) confirmed the link to a higher sales growth by allying . It can be explained by the fact that strategic partners ease entry into new markets and allying members see chances to do business with their partners’ customers. In particular small firms are the ones who benefit from large companies in collaborations. Besides, for a small firm, allying with a large firm means that the large firm is involved in large revenue streams. Sales will then be more likely to increase as the smaller firm gains access to resources that would otherwise be beyond reach, such as distribution channels, customer relations with important end users, technologic capabilities and other large alliance partners. Regarding this thesis, Sales, Return On Sales and Research and Development to Sales are chosen as an expression of market-based performance
As studies mentioned above indicate that alliances are assumed to have a positive effect on market-based performance, measured in sales growth for example, the following hypothesis can be drawn:
H1: Sales are  higher for allying  firms, whereas sales are  lower for non-allying firms
Belderbos et.al.(2004) examined the effects of a few different types of research and development cooperation on firm performance, expressed in growth of sales per employee from novel products. They suggested that the sales of innovative products was related to basic research and development efforts and collaborating with the client. The variable has been calculated by taking the percentage of sales due to products or services introduced to the market in the last two years, that were new to both the firm and industry. A positive relation between research and development cooperation and innovative sales productivity had been proven to be present. In particular does cooperation with universities -because it allows firms access to basic research-, as well as co-opetition (collaborating with a firm in some activities, while simultaneously competing with the same firm in other activities) have a positive influence on innovative sales productivity. Cooperating with universities lowers research and development costs, as they provide services such as market surveys, prototyping preparation for clinical trials and market pretests. It cuts costs of activities that the firm otherwise would have made themselves(George et.al., 2001). 
Developing and introducing innovations to the market facilitates growth performance of businesses. For this research, it was not possible to tell from Thompson One Banker how much sales the firms created that were solely based on the sales of novel products. Research and Development to Sales is commonly calculated as research and development expenditures(total research and development expenditures include current expenditures, capital equipment costs and allowable depreciation expenses) as a percentage of  total net sales and logically, if this ratio increases, the increase of total research and development investments indicate a higher input in innovation. 
Although allying with universities clearly made research and development costs decrease, collaboration with pharmaceutical companies, government labs and research institutes(other than universities), has proven to lead to increasing research and development spending(Baum et al.,2000). So, following from the study above, in which some collaborations (except for universities) lead to higher investments in research and development (implying a higher input in innovation)and as hypothesis 1 assumes that sales growth is higher for allying firms, the following hypothesis can be made:
H2: Research and Development  to Sales is higher  for allying companies, compared to the Research and Development  to Sales of  non-allying companies
Hagedoorn and Schakenraad (1994) have drawn a framework on relations between strategic alliances and innovativeness, company structure, sectoral features, country of origin and economic performance. Economic performance can, among others, be measured as a firm’s Return on Sales, calculated as net profit to sales ratio. Firms that attract technologies through alliances and firms that are focused on research and development collaboration tend to have higher profit rates. According to the literature review, alliances enable firm to gain faster market entry, rapid product innovation  and  refiner technology and therefore give a direct positive effect on market performance. Market performance has been measured on the dimensions ‘Sales Growth rate’, ‘Return on Sales’(Murray et.al.,2005) and ‘net income growth’ (Ramanujam and Venkatraman, 1987). As was mentioned earlier before, an alliance has a positive effect on market performance; firms that perform well in the phase of alliance orientation create a better alliance network performance which in turn influences a firm’s market performance(Kandemir et.al., 2006). 
For certain industries it is essential to collaborate and join knowledge, technologies and resources together to fulfil the needs of consumers rapidly enough. Examples hereof are computer, auto and electronics industries (Kale et.al., 2002). As mentioned before, within the frame of this thesis, sales growth rate, Research and Development to Sales, and Return on Sales will be included as a metric for market performance.
Durand et. al. (2008) also found a positive impact of alliances on performance, particularly expressed in Return on Sales. An example can be drawn from the biotechnology industry, where it is very beneficial to enter strategic alliances with prominent pharmaceutic and health-care organizations, as it sends a powerful signal to outsiders. This results in the fact that venture capitalists and financial markets will receive this signal as an expectation that the firms will be able to increase their sales from the scientific results.  So, as Return on Sales is one of the indicators of market performance, and as entering an alliance is beneficial for firms, in terms of an increasing market performance, the third assumption will be:

H3: Return on Sales is higher among allying  firms in comparison to Return on Sales of non-allying  firms

Return on Assets, Return on Equity and Return on Investments (or Invested Capital ) are profitability or financial performance rates, that have been included as internal metrics. A number of companies have chosen Return on Invested Capital to measure firm performance in relation to growth and diversification; within the framework of this thesis, only Return on Invested Capital  will be used as profitability measure. However, within the frame of this thesis, it is particularly  more interesting to know how alliances affect Return on Invested Capital; it is indicative for the return that comes from investments in order to innovate. Investments in innovation is an indispensable means to survive for high-tech industries.  Results have shown that there is a positive correlation  between the two variables Return on Invested Capital and alliances(Adams and Downey, 2008).
In general, the number of new strategic alliances and the percentage of revenues from alliances have turned out to increase in the past few years. One important aspect is that with the same development, allying firms create a better Return on Invested Capital. Studies show a 20% rate of return on investment for this group, compared to a rate of 11% from another non-allying group of firms. These figures concerned a study from 1998 (Heimeriks, 2002). Another research has shown that the average Return on Investment for some allying firms would be 17% higher than when the same firms had remained alone. Alliances lead to a boost in profits, which is logically the main drive for companies to seek a partner(Carayannis et.al., 2000).  The difference in Return on Invested Capital rates between allying and non-allying companies was especially visible for American companies. While allying American firms showed an average rate of 17%, other non-allying American firms only showed a rate of only 11% (Harbison and Pekar, 1997).

These studies have thus shown a higher rate of Return on Invested Capital for allying firms. However, as experience in alliances grows, Return on Invested Capital seems to grow even more.  A study has shown that forming more than nine alliances leads to a rate that is twice as high than after having formed only one alliance. It results from the findings that experience in forming alliances leads to high dividends. There are a number of factors in which firms with alliance experience differ from firms that are new to an alliance: parties are better able to anticipate on the risks an alliance takes along; they examine an alliance business plan more carefully; they study the feasibility of an alliance; they link available budgets to resources and are more likely to collaborate with another party that is also experienced; resource planning is carried out, which is most effective from communicating each other’s commitment to the alliance and is also most effective from the quality and/or level of resources allocated; and experienced firms link strategic performance measures to pay and investments to overcome difficulties. If a project turns out to fail afterwards, parties usually stay in the alliance for quite a while to prevent facing the stockholders and media. Through linking performance measure to pay and investments, this will not have to happen (Pekar Jr. and Allio, 1994). 
The same development has been found in a marketing alliance in the field of tourism. Return on Invested Capital is regarded as the most important measure of success and within tourism, and the rate has more than doubled the initial target of the Return on Invested Capital rate, from the moment an alliance is created (Reid et.al., 2008). Another study into alliances was carried out among the automotive, banking, business services, computer and pharmacy industries. The study’s results have also proven that formation of alliances have affected Return on Invested Capital positively. The same rate decreased for those firms where alliances are absent or where alliances have discontinued(Adams and Downey, 2008).

H4: Return on Invested Capital is higher among allying  firms in comparison to the Return on Invested Capital of individually operating firms

2.7 Summary

Alliances can be described as horizontal or vertical cooperative arrangements between companies, in order to achieve a common strategic goal. Reasons to enter such agreements are the exchange of knowledge, resources and sharing risks and benefits. 

Entering alliances do not come without problems. There is a chance of opportunistic behaviour by leaking information, and partners’ objectives could divert from each other in some way. Transaction Cost Economics can partly explain how to prevent this from happening ; it tries to minimize delays and inefficiencies, such as opportunity costs. It is a kind of governance that prevents problems from taking place. 

It has turned out that high-tech industries are most likely to enter alliances and that firms’ most attractive potential partners are those of similar status. Biotechnology firms belong to this industry and they ally with others, to exchange knowledge and to obtain access to technological resources. Universities are often their allying partners, which enables the firms to establish relationships with scientists.

Pharmaceutical alliances have a research and development, marketing or manufacturing characteristic. These firms have lately taken over many small pharmaceutics or biotechnology firms. Alliances have been established with biotech firms, as the latter can help developing and manufacturing complex  biotech drugs. As for IT firms, alliances are relatively common, as a result of keeping up competition. Complementary knowledge means added value for the IT firm, because getting all necessary information individually is not feasible in an era of fast technological change.

According to literature studies, allying firms have a better financial- and market performance in comparison to those that operate individually.
Chapter  three

Innovation 

3.1
Introduction

This chapter contains a review of several literature studies on innovation. In section 3.2, the definition of innovation will be given. To what extent business industries differ from one another, in particular with respect to innovation, is dealt with in section 3.3. What follows in section 3.4, is theoretical research into patents, patent protection and its role in high-tech firms. Section 3.5 explains how an alliance can influence innovation, which is measured in the number of patents. 

3.2
Definition of innovation
Innovations are initiated by the producer to pursue economic change. Development is the carrying out of new combinations, which is:

“…..1) The introduction of a new good- with which consumers are not yet familiar- or of a new quality of a good. 2) The introduction of a new method of production- not yet tested by experience in the branch of manufacture concerned. 3) The opening of a new market, one which branch of manufacture concerned has not entered yet whether the market exists already or not. 4) the conquest of a new source of supply of raw materials of half- manufactured goods, whether the source exists or not. 5)The carrying out of a new organization of any industry, for example like the creation of a monopoly position….” (Schumpeter, 1961). Innovation can also be described as a firm’s first use ever of new product, service, process or idea (Pierce and Delbecq, 1977 ) and as the generation, acceptance and implementation of new processes, products or services for the first time within an organizational context (Griliches, 1990; Pittaway et.al., 2004).

Another way to characterize innovation is that innovation includes the generation and exploitation of new products, processes, services and business practices(Pittaway et.al., 2004). 

Danneels (2002) elaborates partly on Schumpeter’s definition of innovation; he describes it is as the developing and marketing of new products, which can expand a firm’s competences that could further boost the creation of more new products. One of those competences are technological competences, which allow a company to design and produce a product that contains specific features and it contains, among others, product and process design equipment, manufacturing knowledge and engineering knowledge.

Literature studies show that innovation is the most important way to increase the value of assets and it continually represents change. The meaning of change does not necessarily need to be associated with a downturn in business. Innovation represents change that can break traditional but rigid habits, and it could combine resources that are quite hard to copy by competitors. If firms innovate, rivals possess less information about resources that are invested in, because innovation is described as “ a mechanism through which a firm gains superior insight about and access to firm-specific resources with positive future value”. 
Besides, innovation is a way to establish resources in order to build up assets that other firms are less likely to copy. Innovation is mostly linked to an increasing level of efficiency which could become a firm- specific competence, and if a firm can produce faster, cheaper and qualitatively better- that would lead to higher profits-  than its competitors, the firm creates rent (McGrath et al., 1996). As mentioned before in chapter two, an economic rent is a metric of market power: it calculates the difference between what is paid for land, capital and labour, and how much it needs to be paid to still be in its current use.
3.3
Innovation in the high- technology industry

This section gives a review on the way some industries deal with innovation and in particular the pharmaceutics, biotechnology and IT industry because they have shown to be heavily involved in research and development activities.
3.3.1

Characteristics of the pharmaceutics industry

The pharmaceutics industry is known for the long period of time in which drugs are patented, developed, produced and marketed. This is due to a number of characteristics from pharmaceutic companies: first of all, protecting patients’ well-being and safety is too important to let a drug fail. It is therefore not uncommon for drugs to be on the road for twelve years, from developing to introduction to the market. Second, this ultra slow industry, where fast innovation cycles are almost impossible to achieve, requires high costs. Each phase includes testing and large amounts of investments in research and development(Mohan et.al., 2007). Third, several experts from manufacturing, clinical trials, research and development, marketing, law, quality assurance and evaluation are involved within the particular phases. Although they all work together on a successful drug during these phases, they come from different departments that each has its own ideas, regulations and requirements on the drug. Coming to an agreement that meets the needs of each one of them is not easy. Fourth, pharmaceutics companies have a relatively high research and development intensity. Incomes are allocated to research and development, and as a high intensity means that a large deal of these incomes are being allocated, it can be concluded that this goes along with a long development process. Relatively much capital is needed to invest in research and development, which also may take years (Hagedoorn and Schakenraad, 1994)..

In order to remain able to innovate, large firms choose to license (section 2.4.2 defines what a license contract is) a specific technology that proves to be valid, because during the patent life of the medicine, incoming revenue streams are used to invest in further technological expansion. Several trial-and-error phases are necessary to know if a medicine should be further developed. These delaying phases, however, causes patent life and the initial revenue streams to run out before another drug can be marketed. Through licensing, a pharmaceutic firm limits competitors from entering the same market. 
Small pharmaceutic firms cope with their own difficulties to survive, due to failing compounds in drugs, or if large competitors are not willing or able to cooperate with them together. The best option for them to continue to innovate is choosing a strategy that limits risks, which can be achieved through reducing cycle times by focusing on parts of research and development processes. This means that only new drug targets are produced that can be licensed by other companies. Another example of this strategy is the generation of lead molecules or working on a drug jointly with another firm. These strategies result in the ability to produce new drug targets and reduces the cycle to only four to five years instead of the usual ten to twenty years that is necessary to have a drug released on the market. 

Large pharmaceutic firms also choose a strategy to reduce cycle times, but it is done by licensing biotechnological compounds or by acquiring firms that have developed more drugs. Besides, the presence of safe and effective drugs enables them to create a strategy where existing drugs could be used for new diseases and it mostly leads to scientific breakthroughs. An example is the use of Aspirin, an old generic
 drug that has found an increasing use for several human diseases. 
Nowadays, the pharmaceutics industry invests in a strategy to find more and new applications for existing drugs than one or two decades ago. The number of new drug applications has tripled ever since, but it only could have been possible if the drug met three demands: the drug has to be safe, effective and convenient. This leads to breakthroughs, meaning that new mechanisms are brought to the market. This strategy attempts to limit the possibility of a drug to fail, before or after it has been released to the market (Schmid and Smith,2004; Culliton, 1967).

3.3.2
Characteristics of the biotechnology industry

This young industry
 is one with relatively much dynamism, diversity and fast technologies that are almost impossible to catch up, as products have quite a chance to be old already while they are still being developed and manufactured. Several breakthroughs have been made in biotechnology firms. An example of breakthrough is cloning. Not only does the human healthcare, but also animal health, environment and criminology have aspects of biotechnology(Hall and Bagchi- Sen, 2007).

From the stage of research activity to commercializing the product, it will take many years due to the high research intensity and possibility to extend the process(Quintana-Garcia and Benavides- Velasco, 2004). Research has demonstrated that the period between researching and distributing a product can take between ten to fifteen years, sometimes without having yielded any profit . Nevertheless, the firm still manages to operate, despite negative incomes. Section 5.2.1 will deal with this issue. In order to manage the long period of development, biotechnology firms can only create a competitive advantage by innovating on valuable and patentable entities. Patents are therefore often the only assets that small firms own. Section 3.4 will further elaborate on patents. During this stage, it is important to put the focus on licensing technology and above all, on collaboration with partners. This is important, as collaboration takes place at all stages of the innovation process and it is relatively the most effective way to speed up other innovative activities. A distinction is made between high research and development intensity
 and low research and development intensity firms. In the earlier development stage, firms of the former group focuses on resources, product development, licensing technology and research and development alliances. Regarding revenues, they earn their revenues from licensing and collaboration agreements. The low intensity group earns most of their revenues from product sales. Reason therefore is that they are more concentrated on the final innovation stages, marketing and distribution(Hall and Bagchi- Sen, 2007).
There is a difference between small- and large sized biotechnology firms, where it is easier to make decisions in the former group. Ideas can be carried out relatively quickly, as the review can take place between a supervisor and a senior scientist. Another advantage of smaller biotechnology firms is the availability of workstations to do molecular modeling. In other words, this modeling allows scientist to see in what way atoms fit together so that the number of future combinations of molecules will be limited. 
In large companies, in contrary, it is very usual to have this procedure taken place in a written document which has to be studied first by management committees. Carrying out the ideas will then take place six to eight months thereafter. After that, different disciplines need to cooperate throughout the whole process of product research and development. Once a team has been created, it approximately takes two to four years before a product is finished. 
Together, a small and large firm could benefit from collaborating with each other. Small firms benefit from the capital, resources, marketing and distribution from the large firm. A large firm in its turn, benefits from the development of new ideas and from trying out new technologies(Tapon et.al., 2001).
3.3.3 Characteristics of the IT industry
The IT industry, in particular the software industry, has become one in which most firms have established in just a short period of time since mid 90’s from the previous century. Firms from this sector are linked to dealing with a high level of product and process innovation, fierce competition and fast technology life cycles. Because of the dynamic character of IT, the short product life cycle keeps  many IT firms from surviving. Nevertheless, they have gained increased experience in carrying out innovative activities to produce  and sell goods worldwide. 
In the software industry, new product development consists of a number of stages: creating and evaluating the product concept is started with, followed by project planning, product design, coding and testing with commercialization in the last stage. Some of these stages, such as designing, developing and marketing are outsourced in lower- wage countries to decrease labour costs(Nambisan,2002). 

There are two ways of software innovation; incremental innovation with respect to minor software products that carry out minor tasks. Examples of minor software products are software utilities and tools that analyses free hard-disk space. Second, add-ons that are included in software packages, such as format conversion. These are in general part of larger software products. The larger (major)software products require more complex tasks, and examples hereof are Internet browsers and word processors that can be regarded as radical innovation(Nambisan, 2002).

Research on innovation in the (Australian) IT industry indicates that ICT business that worked closely together with research and development organizations, contributed much to their own Research and Development intensity. Research and Development expenditure increased by almost 50% in the middle of the previous decade and starting 2000. However, Australia does not produce all ICT products on their own, but instead imports these in order to meet the domestic demand. Those IT firms were nevertheless involved in a range of innovative activities, such as process and organizational change. By improving internal processes, these companies enable themselves to exploit operational effectiveness. Thereby, firm size matters, because medium- and large sized firms appear to have a larger ability to invest in organizational change.
Small businesses can merely invest in product and process innovations. IT firms obtain information on specific types of knowledge, skills, technology and other related information as a guidance to innovate. They retrieve it from a public funded service, a service that is especially established to provide such information on a no-cost or subsidized basis to the firm that uses the information(Hyland et.al., 2006). In another research, other information channels have positively been associated with innovativeness. These are subscriptions, library, venture and an internal training. This rather ‘passive’ type of innovation goes in a formal way through organizational mechanisms. 
Technical support groups in the software industry are focused on carrying out tasks quickly at minimum costs. Choosing to innovate means taking along risks and time to find new methods to work more efficiently on their tasks. So consulting those information resources is the alternative way to help the technical groups to innovate(Zmud, 1983). Although this is an option as a guidance for further innovation, a large number of successful and innovative IT(in particular software) products come from individual software developers. Companies highly depend on them, since these developers solve technical problems in their own experimental manner instead of following a specific methodology. They use their intuition and creativity that will lead to a degree of self-innovativeness. In the field of software development, it means the perception and action upon development activities in relatively new ways. Applying innovative techniques are easier carried out as the developers have more freedom to do so without being stuck to prescribed development processes (Nambisan, 2002).
3.4
Patents

Literature defines a patent as a legal enforceable property right over an invention, which keeps competitors from making a copy of the invention created by the patent’s owner and to introduce it to the market before the patent owner does(Ariño and Reuer, 2007). Griliches (1990) describes a patent as document that is issued by an authority who grants the right to firms to exclude competitors of producing or using new devices or processes that have been invented by the firm which had originally obtained the patent. He alternatively regards patents as indicators of technological change by relating them to counts of innovations, new chemical units, and subsequent measures of growth of profits. It raises competitors’ expected costs, decreases their returns, and because patent owners spread activities over a long period, rivals step out of an innovative project as it is too costly to wait for marketing a product before the patent owner has.  It works encouraging for firms to innovate, because they will be granted temporary sole ownership of the rights, in most cases for more than ten years(Schilling, 2007). 

The patent application will be filed as soon as the expected value (which is the probability of granting the patent times the expected economic value of the rights associated with the patent, minus possible negative effects that come from its publication)of obtaining the patent is higher than the cost of applying for the patent. (Griliches, 1990). 

3.4.1
 Patent protection 

From the previous paragraph, the conclusion is that protection from competition, safeguarding future technologies and complementary protection are the main purposes of a patent. Complementary protection can be characterized as a patent around the main technology that does not have any commercial objective at first sight. Firms ought to protect their technologies to prevent themselves to be locked out of future technologies by competitors. Simultaneously, by safeguarding these future technologies, they can be commercialized later on without keeping an eye on competitors’ patent portfolios(Thumm,2004). 
Patents are, besides powerful tools that can control over technology and people, agents that control social welfare and development. Diverse countries own their own patent systems, in which a patent holder obtains monopoly on a new invention by publishing full details of this invention. It is a complex system in which costs and processes of obtaining and keeping patents are involved; these processes contain several rules. An example hereof is that a firm should be kept from obtaining (too much) monopoly power legal system that belongs to enforce patent rights are involved. Patents are powerful because the interest of a number of parties are usually involved in patent systems that came to exist after treaties had been established, such as the Patent Cooperation Treaty and European Patent Convention, both implemented in 1978.  A few examples of these parties are lawyers, nongovernmental institutions, consumers, businesses and governments (Kranakis, 2007). 
Some European firms protect their inventions through one patent system as a result from the fact that patents may be taken out in more than one jurisdiction and because companies do not have similar patenting strategies(Hall et.al.,2007). Within the current economic situation of worldwide trade, these limits become more significant, especially in countries where patenting an invention is hardly possible, because enforcing a patent through law will not be considered. In France, patents are not allowed to be imported by a foreign patent holder in order to sell them. Patents must be produced in France. On top of that, publication of full details on a new invention brings competitors the idea to copy the invention with some alterations that endangers exclusivity and originality of the patent holder. (Kranakis,2007).
.

3.4.2

Patent protection in the high- tech industry
During the 1970 and 1980’s biotechnology firms were rapidly increasing, while DNA-techniques were simultaneously developed. Patenting on living organisms was prohibited for a short period of time, until the US court decided to allow these types of patents. Regarding plants, firms were permitted to hold patents on plant varieties, and to patent biological processes to alter plants (Kranakis, 2007). Previous studies demonstrate a close relationship between patent applications and the number of products manufactured, which has been done by correlating these variables to each other by different firms in subsequent years(Griliches, 1990).
Not every high- technology firm takes strong patent protection into consideration. Within the pharmaceutics sector, it is relatively common to sell generic drugs, of which formulas and not specifically the active ingredient are patent protected . Such generic markets are those in the United States, Great Britain, the Netherlands and Sweden(The Economist, 2008) and is more often applicable in the pharmaceutic, chemical and biotechnology industry, where it is common to protect patents by just a small number of patents. Patents are then used to prevent substitutes from setting up patent fences. 

Unlike most industries, protection of inventions is not the main purpose to apply for a patent within the biotechnology industry. These firms put as much value on acquiring venture capital(in particular small firms, even though some of them do not), possibilities for scientific publications, mergers and public funding on research and development. Size matters in a way that the number of patents increases with the size of the firm(Thumm, 2004). Regarding firms in IT and communication, patents are used to stop competitors from using complements. This way, the firm is able to safeguard a strong position in future negotiations.

3.4.3
Patent counts versus patent citations

Innovation can be measured in several ways of which research and development expenditure is an example, according to a few studies on European firms. A disadvantage is that it only measures innovation input and does not include innovation output. European businesses do not always report research and development expenditure since doing so is only optional according to accounting and fiscal regulations of their country. 

Connecting market values
 to research and development is another measure tool which is computed on the basis of firms’(physical)assets and capabilities. Physical assets may include plants, equipment, inventories and intangible assets such as brand names, networks, knowledge assets and reputation. However, market value as a variable would be too limiting as it is only useful for businesses that are quoted in well-traded stock markets. In other words, the sample should consist of medium to large firms only that own at least 5 million dollars  of sales and at least 100 employees(Hall et.al.,2007). 

Another way is to count patent citations for each firm, for each year. Patent citation data have in some literature been mentioned as an important measurement of the importance of inventions as citations reveal technological history. Griliches(1990), for example, noticed a growing interest in using citations counts as alternative variables of differential quality. Patent citations, however, should not be confused with scientific citations, because the former adds work to patent examiners, who try to delimit the reach of a new patent and note the context in which the patent was granted. 
Stuart(2000) includes a significant correlation between the number of citations from a number of patents and the level of rankings, done by people with technological know-how, regarding the importance of the corresponding inventions. It is therefore a more reliable and specific metric system for innovativeness.
The problem is that in the sample that is collected for this thesis, some companies may own thousands of patents for a certain year and if all those citations need to be counted from the period 1987 to 2007, it would be too time consuming. As a result of the presence of numerous citations, this thesis will limit the measurement of innovation to counting patents for each year. 

3.5
Alliances as a means for more innovation
To high-technology firms, in particular in the IT-, pharmaceutic, consumer electronics and biotechnology industry, innovations are indispensable. This is noticeable at the number of patents filed each year, such as patents in the Espacenet database. A majority of these firms do not operate alone, when it comes to realizing innovative ideas. Because they own just a few capabilities themselves, they look beyond their own office to search for research and development partners. Firms need to enter alliances with other firms that are able and willing to exchange complementary skills and resources, since it speeds up the introduction of a new product on the market. Also will a partner of the same status work better in an alliance, since their operating systems are likely to be similar that innovating in an alliance will be well organized, although firms have little chance to acquire new capabilities if there are too many similarities. When two firms work together, the one with lower status expects the other firm of higher status to invest more in developing a product, assuming that the latter possesses more resources (Kim and Song, 2007). 
The process from innovating alone towards allying to cooperatively innovate naturally does not take place immediately and comprises of four stages:

During the first stage, the parties operate alone, but look at the possibilities to co-innovate without having entered any agreement. This stage is the so-called autonomous strategy making.

Afterwards, the firms calculate and negotiate about future profits and costs in the second stage of cooperative strategy making. In the next stage, the parties form an organization to cooperate in research and development where concrete innovative plans are created. Agreements are made, along with negotiations about how obligations and responsibilities should be met.

Finally, in the fourth and last stage, the innovative plans that were drawn in the previous stage are guided to realization through a well-managed process. It is also the stage in which the firms are trying to find a market for their product(s) (Bossink, 2002). 

3.5.1
Patents as indicator to innovative output in alliances
Measuring innovation by the use of patents is being regarded as acceptable and reliable: strategic partnering, or alliances, have been formed to achieve a higher innovative performance which is expressed in patent intensity. Patents are positively correlated with research and development expenditure, at the cross-sectional level across firms and industries. Patent statistics are a unique resource for analyzing the process of technological change and data that are available and accessible. They are related to inventiveness and based on a relatively slowly changing standard. Patents also give insight into industrial, organizational and technological details (Griliches, 1990). 

Research also shows a strong positive relationship between patent intensity and the intensity of alliances- the firm’s weighted number of linkages. This can be explained by the fact that presence of technological complementarities of allying partners, innovative developments and the need for technology monitoring are firms’ important drives to forming alliances(Hagedoorn and Schakenraad, 1994).
A company in a high technology industry would thus be a suitable first candidate for a strategic alliance than those who are less innovative. Regarding this thesis, patent counts will be included as a measurement of innovation and assuming that non-allying firms have fewer opportunities to benefit from the advantages mentioned above,  the following hypothesis can be drawn:

H8: Firms that enter alliances, become more innovative, in terms of the number of patents, in comparison to the number of patents among  firms that operate on their own

3.6
 Summary

Innovation is defined as introducing a new product, production method, creating a new market or a new organization, as well as acquiring new sources of supply. Nowadays, innovation has become an important issue for a great number of firms, as it is associated with higher efficiency which leads to a higher profits. A way to innovate is to apply for patents. These are documents that is granted by certain authorities to prevent other firms from copying a newly invented product. 
Patents can raise competitors’ costs, and because it may take a long time before patent owners introduce the product to the market, competitors will eventually leave the product. Patents can be regarded to be powerful documents, as nongovernmental institutions, consumers, businesses and other parties are involved. 

The pharmaceutics industry is characterized by slow innovation cycles requires high costs of development. Developing a medicine consists of a number of phases, in which much capital is needed to invest in research and development. Moreover, testing medicines is included. So it normally takes more than 10 years to introduce drugs on the market. 
Regarding the biotechnology industry, the period between developing and marketing a product is relatively long as well. Firms may count on ten to fifteen years. It is then not guaranteed that profits can be yielded. In order to overcome this long period, biotechnology companies innovate on valuable and patentable products. Despite of the short life- cycle of products from IT firms, they have become successful in a relatively short period. Within this industry, and in particular the software developers, there are two ways of software innovation; a incremental innovation and radical innovation. The former consists of the add-ons whereas the latter involves creating and producing large software, such as Microsoft Office or Internet Explorer. Literature studies have shown a presence of a higher innovative performance for those firms in an alliance, in comparison to stand-alone firms. 
Chapter 4
Methodology of research

4.1 Introduction

This chapter provides insight into the question how this research has been set up in order to accept or reject the assumptions/ hypotheses from chapter 2 and 3. Section 4.2 starts out shortly with an explanation of how the dataset is collected, followed by some limitations that were encountered. These are mentioned in section 4.3. Finally, section 4.4 gives detailed information on how the present variables will be used in the analysis and which statistical tests are going to be carried out. 
4.2
Sample

The dataset includes 75 matching pairs and each pair consists of one firm that enters an alliance and one individual operating firm. The most important requirements for including allying and non-allying firms in the dataset is that they have to have: a) financial data available in Thomson One Banker and b) registered patents in Espacenet.

For each allying firm, its matching/comparable non-allying firm are required to (be):

1) of similar size, in terms of the number of employees

2) within the same business activity, by selecting the specific SIC-codes in Thomson One Banker 

3) have financial data available at Thomson One Banker
4) headquartered in the same country

5) non-allying, by checking SDC Platinum to be sure the firm is not known as an allying firm

6) known in the Espacenet database

7) analysed within the same period, namely from 1987 to 2007

Creating the dataset occurred as follows:

SDC Platinum

Initially, alliances of biotechnology, pharmaceutics and IT firms were, according to section 1.4, most interesting to look for in SDC Platinum. This database provides detailed information on worldwide business alliances in the past and current period. The first two industries respectively have the following SIC-codes: 2836 and 2834. Finding comparables on the basis of Cusip-codes, Sedols or otherwise was also possible, but the problem was that using Cusips or Sedols led to very limited results, because it would also include firms of different countries, different sizes and above all, of allying firms. The electronics industry turned out to be equally innovative as the biotechnology, pharmaceutics and IT industries. As the total number of firms within this sample was not sufficient, the electronics and a few other industries were later added to extend the dataset. IT comparables were found under SIC-codes 357/ 737, whereas codes 365 and 367 belonged to electronics manufacturing companies. 

Besides these primary SIC-codes, the period to be analyzed is 1987 to 2007. Regarding the countries where firms are originally located, there is no geographic limitation, although the majority of the firms in the sample are by chance headquartered in either the USA or Japan.

Thomson One Banker

Thomson One Banker is a database which provides (detailed) financial data on public firms. Since private firms did not present their data on Thomson One Banker, these were filtered out. 

The financial data that are drawn from the Thomson One Banker Excel add-in function are TF.ReturnOnInvestedCapital, TF.ResearchandDevelopmentToSales, TF.NetIncome, TF.Sales and TF.Employees. ReturnOnSales was manually calculated by net income/sales*100, since Thomson One Banker did not own these data directly. It was necessary to remain consistent concerning the time frame, which is 1987 to 2007 to meet criteria number seven. One currency was used to better compare these figures with each other. In this case, all figures were standardized to the US Dollar.

The first 4 requirements could be filled in the search field of Thomson One Banker, thereby constantly switching to the SDC-dataset to know whether a firm was allying or not(to meet criteria nr 5).

Espacenet

The following step was counting the number of patents of each firm for each year that was included in the selection, which was done through Espacenet for the period 1987 to 2007 to meet criteria number seven. Espacenet is a database that registers patents that are applied for by firms, internationally. It also contains citations of each patent. In chapter three, patent citations were characterized to be a more specific and reliable measure of innovativeness than solely the count of patents. However, some firms have thousands of patents for one year. But given the time frame for this thesis, it would suffice to keep it to patent counts only.
If a firm met the first four requirements, it also had to have registered patents in Espacenet. Should a comparable firm have no patents at all, another new non-allying comparable had to be found in SDC and Thomson One Banker with registered patents(to meet criteria nr six).
4.3 Demarcation of the empirical research
Although some firms may have a lot of patents, Espacenet starts to register them from the 1990s onwards in many cases. However, the period of analyzing starts from 1987. The same holds for financial data. In a few cases, these financial data may have been available from 1987 onwards, but unfortunately patents were registered a couple of years later. Therefore, these data are considered as missing values in the analysis. Sometimes it was hard to find enough non-allying comparables because at least one of the first six requirements were not met. So it took much time to keep on tracking suitable comparables.

Regarding the number of employees, the comparables were not similarly small or large of size. As said, it was quite difficult to find suitable non-allying firms that met the requirements as mentioned in the section 4.2. So for example, from one set of firms, the allying firm may have 2000 more or fewer employees than its non-allying counterpart. Other non-allying companies with similar activities, that were headquartered in the same country and with sufficient financial data in Thomson One Banker, showed numbers of employees that did not come closer to the size of the allying firm. Therefore, they could not be included in the dataset.

In this research,  the first alliance of a firm that was encountered from 1987 onwards is included in the dataset. Although the data on alliances were extracted from SDC Platinum, where usually detailed information on each alliance is available, expirations of alliances in between are not taken into account. A firm may thus enter an alliance from 1990 to 1993 and start another alliance again from 1999 to 2004. Or this firm may also have the opportunity to enter more than one alliance simultaneously. However, these options are left out, because it falls beyond scope. Moreover, a firm may enter another alliance five years later, to mention an example, while the current alliance has not expired yet. Thus, it is rather unrealistic to take only the periods from 1990 to 1993 and from 1999 to 2004, as payoff may not be visible until after five or more years.

4.4 Variables and statistical tests

This section discusses the variables necessary to answer the main research question. Also are several statistical tests included, in order to accept or reject the hypotheses given in chapter two and three.

4.4.1 General methodology

This section demonstrates variables that will be analysed statistically and for which hypotheses they will be used. Three statistical tests are going to be carried out, to see if there are more significant positive relationships between entering alliances and financial-, market- and innovative performance, in comparison to individual operating companies. 

First, an independent t-test shall be carried out in order to find out whether the variables’ means are different among allying and non-allying firms. For this analysis, the means are important to take into consideration, given that the p-values are significant. Second, a bivariate correlation matrix is also included in this analysis, which measures the strength of the linear relationship between two variables. So, the higher the coefficient, the closer the dots in a scatter plot lie to each other. The strength is only then relevant, if there is a significant p-value. Finally, a regression test will be done. The difference between regression and a correlation test is that the former analyses a linear relationship, whereas the latter measures the strength of this relationship. Thus the presence of a certain independent variable causes a certain dependent variable to increase or decrease. In a regression, the R2 indicates how much of the variance in a dependent variable can be explained by a regression model. 
More important in a regression model within this research is the Beta value that determines how linear the relationship is between a dependent and independent(s). In other words, the Beta value determines the effect that an independent variable has on a dependent variable. Again, only with a significant p-value, will the Beta value be relevant enough.
4.4.2 Variables

Control / dummy variables
Control variables are variables that are held constant in order to minimize their effects on results from a statistical test. By doing so, the relationship between two other variables(meaning the behaviour of independent and dependent variables) can be explained. 
The following control variables will be included to create frequency tables(except for Year) and in the linear regression test. It is necessary to run the regression by using the financial ratios as dependents and AllianceYesNo as independent controlled for the dummy variables Y1988 to Y2007, Country, Industry, Age and Employees. The reason for including the control variables in the OLS regression test is to see if regression models change by adding these control variables. 

Year

This variable will be included in a regression test as a control variable, after it has been transformed into dummy variables. 

The analysis starts from the year a company enters an alliance till 2007. This variable will then be used to test the hypotheses mentioned in the previous paragraph, by examining differences in (increases)of financial rates and the number of patents. The period runs from 1988 to 2007, of which each year will be transformed into the dummy variables Y1988 to Y2007. 
These dummies shall then be used in the regression analysis as independent variables. It does not include 1987, because this year is the basis year with which the following years are compared to.
In order to search for patent data and financial rates, a time range of twenty years has been chosen, as full data of the current year(2008) were not available at the beginning of the analysis. Moreover, as in chapter two was explained, it usually takes ten to twenty years before new products are marketed in the pharmaceutics and biotechnology industry. The innovation time span for IT firms is shorter but also included in these twenty years.

Country

This variable will be controlled for in the OLS regression test.

Each set of comparables has to be headquartered in the same country. A French company cannot be compared to a British one. Whereas most European firms do not have the obligation to publish data on research and development expenditures, accounting and fiscal regulation in the United Kingdom explicitly recommend British firms to disclose such expenditures(Hall et.al., 2007).
Besides, two different countries could have different perspectives on dividends, currency issues, growth strategies and long-run profit maximization. Regarding the application and use of patents, it may be usual for some countries to import foreign patents, but rules in France implied that a patent should be exploited and its products made in France in order to keep local jobs and industries. The United 
Nations has recommended countries to examine their patents thoroughly, since not having an examination system caused firms to lose foreign investments. This system prevents from worthless patents to be exploited (Kranakis, 2007). Thus because of differences in legislation, all comparables in the dataset should be matched on Country.

There are 11 different countries in this database and this control variable has been transformed into dummy variable CountryFrance, CountryUSA, CountryJapan, CountryChina, CountryTaiwan, CountryAustralia, CountryIndia, CountryKorea, CountryUnitedKingdom, CountryNorway, CountryGermany. This variable is included in frequency table A1 of Appendix A.
Even though firms from the USA and Japan outnumber their counterparts from other countries in the database, each of those other countries are given a code. It is necessary to do so, because if they have been placed in, for example a third category ‘other’, it would not be clear where the headquarter is located and to which firm it is initially compared to. Creating the dataset is based on putting comparables to the firms that are matched on business industry, size and country. 

Industry
This variable will be used as a dummy variable, in order to compare means of innovation and financial rates between allying biotechnology, pharmaceutic and IT  firms since these three industries are mentioned in the main question. A One-Way Anova is going to be executed to detect these differences. The same also has to be done for non-allying  firms of the same industries.  Industry has therefore been changed into IndustryCode to distinguish the three industries from each other. Moreover, an OLS regression test is also going to be carried out for each industry, to see how alliances affect financial-,market- and innovative performance. 
To enlarge the sample, other industries are also included in the dataset. Electronics firms are, according to SDC Platinum, actively allying as well. Only biotechnology, pharmaceutic and IT companies will be examined to compare them to one another. Electronic and other firms shall not be included in the general analysis, although their data are included in the dataset. However, they might be interesting to deal with in further research. After transforming into dummy variables, these were renamed into: IndustryBiotech, IndustryPharma, IndustryIT, IndustryElectronics and IndustyOther. 
This variable is also visible in frequency table A2 of Appendix A to show how much each industry is represented in the database, measured in percentages.
Although there is no hypothesis regarding this variable, a One-Way Anova with the variables TF.ReturnOnInvestedCapital, ReturnOnSales, TF.ResearchAndDevelopmentToSales ,TF.Sales, and Patents will be carried out for each industry . Second, researching the effect of entering alliance on financial-, market- and innovative performance within these three industries will also be dealt with in an OLS Regression. Doing so will answer sub question six. 

Age
This control variable has been added to the dataset at a later stage as dummy variable. By running the OLS regression, Age will be considered to be controlled for, due to the fact that Research and Development to Sales from several firms turn out to show negative ratios. A possible explanation therefore could be that firms with such negative ratios are relatively young, so that annual costs for research and development are much higher than their annual sales right after start-up. Most biotechnology firms, for example, have started up from the mid 80’s on. Being relatively young, such firms deal with high Research and Development costs in the beginning after startup. It is thus very much likely to deal with negative results on Research and Development to Sales and since their products need to be approved a few times, it usually takes years before these are entered into the market. 
The same holds for Return on Invested Capital, Return on Sales and Net Income. Before testing the influence of alliances on TF. Research and DevelopmentToSales, TF.ReturnOnInvestedCapital, and ReturnOnSales, this will be controlled for the dummy variable CompanyAge. TF.Sales cannot be negative, so testing the influence of alliances on Sales shall not be controlled for age. Checking the firms’ founding years on the web, this has led to the variable FoundingYear in the dataset. CompanyAge contains the number of years that a firm already exists., by deducting the FoundingYear from 2008, since the year 2009 has just started. Since age has been added much later on after the comparable firms were already created, it is impossible to make sure that the founding years of an allying and non-allying firm are similar. So, age has not been taken into account while searching for comparable firms that matched on similar characteristics(i.e. other control variables). However, it has turned out that a great deal of these sets happen to be founded around the same decade.

After carrying out a scatterplot and after creating bar graphs, it has become clear how a firm’s age should be categorized. So transforming CompanyAge into CompanyAgeCode was done first. After that, CompanyAgeCode is transformed into the dummy variables CompanyAge0to15, CompanyAge16to40, CompanyAge 41to60, CompanyAge61to80 and CompanyAge81and up. Table A3 in Appendix A shows the frequency of all age categories. 

Employees 

This dummy variable is another control variable for an OLS Regression test. As indicated before, the comparables are, among others, matched on the basis of size, measured in the number of employees.

The variable TF.Employees is renamed as Employees and is recoded in 5 different categories of number of employees; 0=0-500, 1=501-1000, 2=1001- 5000, 3=5001- 10000, 4= 10001- 50000, 5=>50000. Table A4 of Appendix A shows how often each category is present in the dataset. 
Independent variable 
Alliance
This thesis is mainly focused on the effect that entering an alliance has on financial-, market- and innovative performance and therefore, Alliance is transformed into a dummy variable, renamed as AllianceYesNo and recoded as non-alliance=0, alliance=1. It will be used for every hypothesis. By including this variable in the statistical analysis, a comparison between financial variables and Patents of allying and non-allying firms can be made.  An allying firm does not necessarily begin to cooperate from the start(1987); for example if it starts allying in 1999, all previous years from 1987 on will be provided with 0 as the code for non-alliance. But the years from 1999 until 2007, will then be marked with 1 as the code for alliance. For non-allying firms, each year is logically provided with the code 0. 
4.4.3 Statistical analysis

Independent T-test

The independent t-test is used to test for a statistical significance of a possible difference between two independent groups (in this case allying and non-allying firms) on the means of a continuous variable. The two groups are independent from each other and both may have a different sample size.
Patents is the innovation indicator that will be used as a dependent, along with other dependent variables TF.ResearchAndDevelopmentToSales, ReturnOnSales, TF.Sales and TF.ReturnOnInvestedCapital as financial indicators. The grouping variable will be AllianceYesNo, which is grouped as 0 and 1, thus as allying and non-allying respectively. By running the t-test, the means of the financial-, market- and innovative performance from both allying and non-allying companies will be compared to see where significant differences can be found.
Correlation matrix

A bivariate correlation test measures the relationship between two variables, in particular the strength of the relationship. This strength can range from the value 0 to 1, meaning that the closer a value lies to 1, the stronger a (positive) relationship is between two variables. It also holds for negative values that range from -1 to 0. A correlation coefficient close to -1 indicates a strong negative relationship between two variables.

Unlike the previous test where the dependent variables are separated from the independent , all relevant variables will now be taken together to run a correlation matrix. This matrix can then be analysed by looking at the correlation coefficients between AllianceYesNo and the dependents Patents, TF.ResearchAndDevelopmentToSales, ReturnOnSales, TF.Sales and TF.ReturnOnInvestedCapital. It is also important to notice that the higher the coefficient between AllianceYesNo and each of the dependents is, the closer the dots in a scatter plot lie to each other. Of course, the strength is only relevant to look at if a significant p-value is shown. 

OLS/ Linear Regression test

An OLS regression analysis is used to create a linear regression line in order to predict a certain value of one or more dependent variable(s), on the basis of the value from the independent variable. In other words, an OLS regression tests whether there is a linear relation between a dependent and an independent variable. The measurement of change in the dependent is the result of changes in the independent variable. 

Regarding the analysis of this thesis, the aim is to examine whether firms have increasing numbers of patents, a higher Return on Sales, Research and Development to Sales, Sales, and Return on Invested Capital after an alliance. As mentioned before, the independent variable AllianceYesNo will be adjusted for business industry, firm size , firm age, country and time dummies(Y1988 to Y2007. 1987 has been left out, for the reason that this is the basis year with which the following years shall be compared to). Besides the P-value to conclude how significant a relationship between dependent and independent variables are, the R2 and β –values are most important to focus on. The R2 indicates how much of the variance in a dependent variable can be explained by a regression model. To give an example: with a dependent variable TF.Sales,  independent variable AllianceYesNo and an R2 of 0,231 means that 23,1% of the variance from TF.Sales can be explained by the regression model . Second, there is the β-coefficient. With a β –value of 0.30, it means an increase in TF.Sales by 0.30 if AllianceYesNo increases by 1(in other words, if a firm enters an alliance), and if all other independent variables remain unchanged. In this analysis, AllianceYesNo is the only independent variable. 
All control variables shall be added as independent variables in the second and third model(see section 5.2.3). So the β-coefficient shows a positive or negative effect on a dependent variable if the independent variable increases by 1.
Robustness check

Before running a OLS regression test, it is important to check the four assumptions that are required to be met in order to start with the test. These are:

1. Normal distribution of variables

2. Presence of a linear relationship between dependent and independent variables

3. Presence of homoscedasticity

4. No correlation between independent variables: multicollinearity

(Osborne et.al., 2002).

The dataset showed skewed distributions of all dependent variables. On top of that, the histograms  and stem-and-leaf plots show relatively leptokurtic shapes as values in the dataset often lie close to each other. The probability plot also measures to which extent residues are normally distributed. The dependent variables either shows strong s-shaped lines, or positively / negatively skewed data. Thus, the first assumption is not met. 
However, concerning linearity and homoscedasticity, the scatterplots show that assumption 2 and 3 can be met. See Figures B1 to B5 in Appendix B. The dots in the scatterplot lie close to each other and do not show curves, which indicates a linear relation between dependent and independent variables. Besides, because the residuals are evenly scattered around 0 at the horizontal line, this indicates that the data are homoscedastic. Finally, the variables have to be tested on the presence of multicollinearity: to see if there is a high correlation between independent variables. 
Besides AllianceYesNo, the control variables are included as independents. The dummy variables Y1988 to Y2007 have shown an increasing VIF values and lower tolerance value. This usually indicates a high multicollinearity, but as these are control and dummy variables, it would be very difficult to remove them and run a regression without them. It is logic that the years are correlated with each other, but they have to be included, otherwise it is difficult to measure the effect of alliances on the dependent variables throughout the whole period. For that reason, and also since the VIF values of the control variables Employees, IndustryCode, CountryCode with independent AllianceYesNo are close to 1, it is clear that there is little presence of multicollinearity. This leads to the conclusion that the last assumption is also met. 
As it is clear that the data are not normally distributed, the financial dependent variables Patents, TF.ResearchAndDevelopmentToSales, ReturnOnSales, TF.Sales and TF.ReturnOnInvestedCapital had to be transformed into log variables, as the first assumption has not been met initially. After that, running a regression with the logged variables results in a more normal shaped histogram and almost completely lineair P-P plots.

Chapter 5
Results
5.1 Introduction

This chapter discusses results from the statistical tests as explained in the previous chapter. All hypotheses and statistical results will be dealt with in section 5.2, whereas section 5.3 contains a comparison between the biotechnology, pharmaceutics and IT industry
5.2 General analysis of results
First, the objectives of all three statistical tests can be summarized as follows:

1) independent t- test: the groups’(allying and non-allying firms) means of each financial- and market performance variable and the number of patents should be compared to each other. The difference in means should be significant, thus with a p-value ranging from 0,00 to 0,10.

2) bivariate correlation: besides the p-value, the results have to be checked if the Pearson Correlation Coefficients between AllianceYesNo and the dependent variables are positive or negative. The strength of this relationship can be found by looking at whether the coefficient is closer to the 0 or 1(in case of a positive relationship) or closer to the 0 and -1(in case of a negative relationship).

3) linear regression: next to P-value, a set’s  β- value and R2 value of AllianceYesNo are most important to look at. R2 explains how much the dependent variables can be explained by a statistical model, measured in percentages. The β- value(which can also be negative) determines how linear the relationship is between AllianceYesNo and the dependent variables.
Before running all tests, TF.ResearchAndDevelopmentToSales, ReturnOnSales and TF.ReturnOnInvestedCapital are checked on having outliers in the dataset. They have to be removed, otherwise this would cause a distorted view of the results. Patents and TF.Sales do not contain extreme values and therefore remain unchecked on outliers. TF.Sales has no negative values, and logically, the number of patents cannot be negative either.

5.2.1 Independent T-test

The question is whether entering into alliances will lead to better financial- and market performance in terms of TF.ReturnOnInvestedCapital, TF.ResearchAndDevelopmentToSales, TF.Sales and ReturnOnSales and to better innovative performance in terms of the number of Patents. These variables are selected as test variables with AllianceYesNo as grouping variable. The latter is grouped as 0 and 1, which refers to absence and presence of an alliance respectively. In fig. 5.1, the following results are  found:

	 Variable
	 
	AllianceYesNo
	N
	Means
	P-value

	TF.ResearchAnd
	0
	1072
	16,83
	0

	DevelopmentToSales
	1
	922
	29,87
	

	TF.Sales
	0
	1319
	1843,56
	0

	 
	 
	1
	1061
	2831,48
	

	TF.ReturnOnInvested
	0
	1254
	2,59
	0,058

	Capital
	1
	1026
	-9,28
	

	ReturnOnSales
	0
	1319
	-84,67
	0,133

	 
	 
	1
	1061
	-291,11
	

	Patents
	0
	1068
	69,8
	0

	 
	 
	1
	967
	271,5
	


Fig. 5.1
At the 0,01 level, it turns out that allying and non- allying firms differ in Research and Development to Sales, Sales and Patents with all of the three showing a P-value of 0,00. In this case, it turns out that Research and Development to Sales, Sales and the number of Patents of those that have entered alliances are higher than those owned by their individually operating counterparts. 

At the 0,10 level, only Return on Invested Capital show significant values. Interestingly enough, the non-allying firms have in this case proven to have higher positive means in contrary to the allying firms.

It is noticeable that for both groups, a negative Return on Sales is found. As already mentioned in 3.3.2, biotechnology firms may not yield profits for a number of years. A possible reason for this is the fact that the dataset contains biotech firms which are relatively young(founded during the mid 80’s from the previous century). The biotechnology firm Aastrom Biosciences for instance, does not expect to receive positive net income. It takes years before a product is introduced to the market. However, one firm in the dataset has explained in its annual report it financed projects through private and public funding. Net income is not expected to be made until products could be sold which happens only after clinical trials are approved(Aastrom annual report, 2007). Unfortunately, not all biotech companies explain the presence of net losses. But as product development has a long duration of time within the biotech industry, it could be possible that in general these types of firms do not cease to exist through funding. However, this falls beyond scope and a research into fundings could be a suggestion for further analysis. Besides, as the p-value does not show any significance, these negative values are not important to look at.

By having executed this analysis, the independent t-test has proven that all hypotheses can be accepted with the exception of hypothesis 3. Tables C1a and C1b in Appendix C show the complete output of this statistical test.

5.2.2

Bivariate Correlation test

It is important, to focus only the correlation between AllianceYesNo and the financial variables, and between AllianceYesNo and Patents. Of course, the P-value should be significant as well.

As already mentioned, a positive correlation(with a coefficient between 0 and 1) confirms that entering an alliance leads to higher numbers of Patents and a better financial- and market performance in terms of Return on Invested Capital, Return on Sales, Sales and Research and Development to Sales. This Fig 5.3 belows shows the results in a correlation matrix. Table C2a and C2b in Appendix C contain the complete results.

With a Pearson correlation of -0,041, it turns out that Return on Invested Capital decreases after an alliance and with a correlation of -0,034, this also holds for Return on Sales (at rather weak significance values of 0,048 and 0,096 respectively). These findings are also found in the previous statistical test. Despite the negative relation between AllianceYesNo and these two finance variables, their correlation coefficient lies closer to 0 than to -1. So the strength of these relations is relatively weak. 

On the other hand, TF.ResearchAndDevelopmentToSales, TF.Sales and Patents increase after entering an alliance. Out of these three last variables, Patents show the highest positive correlation with AllianceYesNo at a 0,01 level, indicating the strongest relationship. Sales and Research and Development to Sales follow as second and third highest correlated variables respectively.

	 
	 
	 
	TF.ReturnOn
	TF.ResearchAnd
	TF.Sales
	ReturnOn
	Patents

	 
	 
	 
	InvestedCapital
	DevelopmentToSales
	 
	Sales
	 

	AllianceYesNo
	Pearson Correlation
	 
	-0,041
	0,045
	0,098
	-0,034
	0,138

	 
	 
	Significance 2-tailed
	 
	0,048
	0,041
	0
	0,096
	0

	 
	 
	N
	 
	2280
	1966
	2264
	2262
	1741


Fig.5.3

Concluding from these results, H1,H2 and H5 can be supported. And since Return on Invested Capital and Return on Sales decrease after an alliance, H3 and H4 are rejected.

5.2.3

OLS Regression 
The last test to be carried out is the linear regression test.  The previous chapter showed that using the dependent variables TF.ReturnOnInvestedCapital, TF.Sales, TF.ResearchAndDevelopmntToSales, ReturnOnSales and Patents lead to skewed distributions (with leptokurtic/peaked histograms and S-shaped Probability Plots). Therefore, these dependents have been transformed into log variables. By exploring the data, it turns out that they are now normally distributed with a diagonally shaped Probability plot. Both histograms and stem-and-leaf plots also indicate a normal distribution.

So, the transformed logReturnOnInvestedCapital, logResearchAndDevelopmentToSales, logSales, logReturnOnSales and logPatents will be tested with AllianceYesNo as independent variable in the regression. In the first model, the regression will be carried out without control variables, in order to see how much effect alliances have on the financial-,market- and innovative performance if comparables were not created and also if there were no chronological order in time. In the second model, the time dummies will be included to see if the regression model would change by adding this control variable.  Finally, the third model includes the time dummies and all control (dummy)variables. 
Note that logSales and logPatents  will be tested in an OLS regression against AllianceYesNo as independent variable, adjusted for employees, country, industry and time dummies, but CompanyAge will in these cases be left out. LogReturnOnInvestedCapital, logResearchAndDevelopmentToSales, logReturnOnSales are also included in the OLS regression, but for those variables, CompanyAge is added as a control variable. The reason for adding age here, as already mentioned in section 4.4.2, is that negative values in Return on Sales, Return on Invested Capital and Research and Development to Sales have been noticed. The presence of relatively young firms from the biotechnology industry could cause negative values to be present in the dataset. So in this case, CompanyAge should be added. TF. Sales and Patents logically do not have negative values, where Age can be left out.  
Fig 5.4 below shows all three models of the OLS regression test:

	 Model 1
	 
	AllianceYesNo
	 

	 
	 
	R2
	β
	P-value

	logReturnOnInvestedCapital
	0,004
	0,148
	0,008

	logResesarchAndDevelopmentToSales
	0,046
	0,587
	0,000

	logSales
	0,004
	0,265
	0,002

	logReturnOnSales
	0,032
	0,520
	0,000

	logPatents
	0,042
	0,799
	0,000

	Model 2
	 
	AllianceYesNo
	 

	 
	 
	R2
	β
	P-value

	logReturnOnInvestedCapital
	0,021
	0,202
	0,000

	logResearchAndDevelopmentToSales
	0,066
	0,544
	0,000

	logSales
	0,014
	0,294
	0,001

	logReturnOnSales
	0,043
	0,535
	0,000

	logPatents
	0,063
	0,839
	0,000

	 Model 3
	 
	AllianceYesNo
	 

	 
	 
	R2
	β
	P-value

	logReturnOnInvestedCapital
	0,264
	0,140
	0,007

	logResearchAndDevelopmentToSales
	0,410
	0,462
	0,000

	logSales
	0,743
	0,224
	0,000

	logReturnOnSales
	0,130
	0,472
	0,000

	logPatents
	0,322
	0,720
	0,000


Fig. 5.4.

From the variables Return on Invested Capital, Return on Sales and Research and Development to Sales, some correlations with countries are missing. This is due to the fact that some firms from these countries do not show any values from any or all of the three variables. For example, there is only one Australian firm that does not happen to have data available on Return on Sales. These missing correlations are not included in the regression. Of course, the correlations are deleted in the third model, where all control variables are taken along.

It turns out that in all three models, each variable shows significant P-values. By adding control variables and time dummies, these P-values become more significant because they influence the model.  Furthermore, by doing so, the R2 values increase. For example, with a R2 of 0,743  in the third model,74,3% of the variance in logSales can be explained by the model. 

Regarding the variables’ β, these decrease in the third model. The highest positive relationship is clearly between alliances and Patents. If AllianceYesNo increases/ changes to 1, this would cause Patents’ slope to increase by 0.72  if other variables remain constant. Although the first model already shows a significant relationship between AllianceYesNo and all dependent variables in the first and second model (at the 0,05 and 0,01 level), this relationship has become more significant for Return on Invested Capital and Sales by an increased p-value for both variables. 

After checking the R2’s of the three models, the third model shows the highest R2’s and therefore explains the variances in dependent variables the best. Appendix D  gives  more detailed and complete results on model 3. 

One remarkable thing of all models is the absence of any negative β’s. The two former tests have demonstrated a lower means of Return on Invested Capital and Return on Sales for the allying group, whereas results from the OLS regression demonstrates a positive linear relation between alliances and those two variables. A possible reason therefore is the fact that the data showed skewness at first instance (see section 4.4.3 for more detailed explanation). After running an OLS regression test with the original variables, it has turned out that for Return on Invested Capital and Return on Sales, negative β’s were found. However, as the data were skewed, all variables were transformed to log variables. As a result, β- values became positive which lead to the conclusion that these variables are positively related to alliances.

So on the basis of these findings, clearly a positive linear relationship between alliances and financial-, market- and innovative performance can be proven, which leads to acceptance of all five hypotheses. 

A general conclusion, based on the results of all previous tests will be drawn in the next chapter.
5.3 Comparing Biotechnology, Pharmaceutics and IT-firms

In the previous chapter, the hypotheses did not take differences in financial-, market- and innovative performance between several business industries into account, although these three industries are included in this thesis’ literature study. However, it turns out that significant differences in means do exist between the biotechnology, pharmaceutics and IT industry.  By carrying out the One-Way Anova
, and OLS regression test, the purpose is to detect:

· mean differences of the dependent variables between allying firms of all three industries

· mean differences of the dependent variables between non-allying firms of all three industries
· mean differences of the dependent variables between allying and non-allying firms, calculated  for each industry separately
· the effect that entering an alliance has on financial-,market- and innovative performance, calculated for each industry separately
5.3.1 One-Way Anova

The first two purposes will be analysed by executing a One-Way Anova test for the three industries , by first selecting  allying and non-allying firms separately. Running an independent t-test is less practical in this case, since in ‘grouping variable’, only two groups can be defined. Since three different industries are analysed, comparing means through  One-Way Anova was a better option. IndustryCode shall then be used as the factor. The One-Way Anova can also be carried out for the third purpose, by first selecting the three industries separately. AllianceYesNo forms its factor. 
The LSD test cannot be executed in the latter case, as allying and non-allying firms form the groups; there should be at least 3 groups to include an LSD test. In other words, AllianceYesNo only consists of two groups(allying and non-allying firms) and would therefore not be suitable to run an LSD test from.

Thus, the differences in financial- market- and innovative performance between biotechnology, pharmaceutic and IT firms(marked here as Industry  1, 2 and 3 respectively) that are allying can be found in the fig. 5.5 below. The same holds for the difference in performance between these three industries that are non-allying, which is also visible in the same figure:

	 
	 
	 
	AllianceYesNo = 0
	 

	 
	 
	Industry
	N
	Means
	P-value

	TF.ReturnOnInvested
	1
	153
	-19,126
	0,000

	Capital
	 
	2
	376
	8,058
	 

	 
	 
	3
	392
	6,680
	 

	TF.ResearchAnd
	1
	124
	73,700
	0,000

	DevelopmentToSales
	2
	330
	10,423
	 

	 
	 
	3
	349
	10,811
	 

	TF.Sales
	 
	1
	161
	325,280
	0,000

	 
	 
	2
	400
	1302,392
	 

	 
	 
	3
	421
	2185,860
	 

	ReturnOnSales
	1
	158
	-584,110
	0,000

	 
	 
	2
	398
	-0,768
	 

	 
	 
	3
	416
	0,057
	 

	Patents
	 
	1
	182
	29,460
	0,000

	 
	 
	2
	310
	33,820
	 

	 
	 
	3
	306
	78,820
	 

	 
	 
	
	AllianceYesNo = 1
	 

	 
	 
	Industry
	N
	Means
	P-value

	TF.ReturnOnInvested
	1
	136
	-24,292
	0,000

	Capital
	 
	2
	310
	6,235
	 

	 
	 
	3
	347
	3,619
	 

	TF.ResearchAnd
	1
	110
	1,559
	0,000

	DevelopmentToSales
	2
	298
	13,681
	 

	 
	 
	3
	322
	14,000
	 

	TF.Sales
	 
	1
	159
	168,799
	0,000

	 
	 
	2
	314
	1580,472
	 

	 
	 
	3
	354
	3573,985
	 

	ReturnOnSales
	1
	144
	-385,141
	0,000

	 
	 
	2
	313
	6,015
	 

	 
	 
	3
	348
	4,925
	 

	Patents
	 
	1
	163
	28,630
	0,000

	 
	 
	2
	301
	97,320
	 

	 
	 
	3
	269
	116,620
	 


Fig. 5.5

The complete results of both groups can be found in Table E1a to E1d in Appendix E1
Regarding the non-allied firms, IT-firms show the highest significant means in Research and Development to Sales, Sales, Return on Sales and Patents. Pharmaceutic firms on the contrary, produce the highest Return on Invested Capital. Biotech firms show the lowest means in all variables, which is due to their young age, their minor presence in the entire dataset, and because their products are not expected to be sold immediately(see section 5.2.1). Pharmaceutic firms are on average the oldest firms in this dataset, but have smaller means than IT firms, which is probably due to the long development processes of drugs before these are introduced to the market(see section 5.3.2).

Concerning allied firms, the means of biotech firms have again proven to be lowest compared to the other two industries. Firms in the IT industry have on average produced significant highest Research and Development to Sales, Sales and Patents. Pharmaceutic companies show significant higher means in Return on Invested Capital and Return on Sales. A possible reason why the IT industry produce the highest  Research and Development to Sales and Sales,  is that they deal with smaller amounts of invested capital than firms in biotechnology and pharmaceutics. IT firms also deal with shorter and less complex product development periods(Nambisan, 2002). So it is easier for them to market and sell their soft- and hardware, which is positive for their Research and Development to Sales ratio. 

Biotechnology and pharmaceutic firms need larger amounts of capital for their products to be developed  and on top of that, the development cycle contains a few stages of clinical trials and approvals(Mohan et.al., 2007).  Therefore, it may take several years before their products can be introduced to the market. This is especially the case for biotechnology firms. The figure above implies a relatively big difference in Return on Sales, Research and Development to Sales and Return on Invested Capital between the biotechnology and pharmaceutics industry. 
Finally, within these three industries, means from the non-allied firms are compared to means of those allied in fig 5.6:

	 
	 
	 
	Allied
	firms
	Non-allied
	firms
	 

	 
	
	 
	 
	
	 
	
	 

	 
	 
	Industry
	N
	Mean
	N
	Mean
	P-value

	TF.ReturnOnInvested
	1
	136
	-24,29
	153
	-19,126
	0,205

	Capital
	
	2
	310
	6,235
	376
	8,058
	0,026

	 
	 
	3
	347
	3,619
	392
	6,68
	0,425

	TF.Research
	 
	1
	110
	1,559
	124
	73,7
	0

	AndDevelopmentToSales
	2
	298
	13,681
	330
	10,423
	0

	 
	 
	3
	322
	14
	349
	10,81
	0,004

	TF.Sales
	 
	1
	144
	385,14
	158
	584,71
	0,002

	 
	
	2
	314
	1580,472
	400
	1302,392
	0,039

	 
	 
	3
	354
	3573,985
	421
	2185,86
	0,005

	
	
	
	
	
	
	
	

	ReturnOnSales
	 
	1
	156
	-1,893
	161
	-696,96
	0,288

	 
	
	2
	313
	6,015
	398
	-0,769
	0,144

	 
	 
	3
	348
	4,926
	416
	0,057
	0,009

	Patents
	
	1
	163
	28,63
	182
	29,46
	0,913

	 
	
	2
	301
	97,32
	310
	33,82
	0

	 
	 
	3
	269
	116,62
	306
	78,82
	0,34


Fig. 5.6

Clearly, Research and Development to Sales and Sales are the only variables with significant P-values for all three industries. It turns out that allying pharmaceutical and IT companies on average show higher Research and Development to Sales ratios than their non-allied counterparts. It would therefore be plausible that allying firms in these two industries invest more in research and development.

By looking at Return on Sales and Patents, it is clear that with a p-value of 0,009 and 0,000 respectively, allying IT and pharmaceutical firms also perform better than their stand-alone counterparts.

On the other hand, Return on Invested Capital appear to show higher means for non-allying pharmaceutical firms, whereas Sales and Research and Development to Sales is also higher for non-allying biotechnology firms. Tables E1e to E1j in Appendix E1 contain the full results of the One-Way Anova tests carried out on all three industries. 

5.3.2

OLS Regression test

For the fourth and last purpose, an OLS regression test is carried out to see if entering an alliance causes a firm to show improved results in terms of financial-, market- and innovative performance. The same log variables form the dependent variables.  Similarly to the OLS regression of section 5.2.3, the first model consists of AllianceYesNo as independent variable only. Time dummies will be added to the second model and finally, the control variables CompanyAge, Employees and Country are going to be added to the third model. Industry can logically be left out, as each of the three industries is selected separately before running the regression. Again, the control variable CompanyAge is not important to add to the regression on logSales and logPatents. Within Industry, 1 stands for biotechnology, 2 for pharmaceutics and 3 for information technology firms. Below, figure 5.7 contains results of the regression from each model. 

	Model 1
	 
	Industry
	R2
	β
	P-value

	logReturnOnInvested
	 
	1
	0,000
	0,041
	0,897

	Capital
	 
	2
	0,000
	0,008
	0,913

	 
	 
	3
	0,018
	0,333
	0,001

	logResearchAnd
	1
	0,225
	2,016
	0,000

	DevelopmentToSales
	2
	0,041
	0,325
	0,000

	 
	 
	3
	0,026
	0,390
	0,000

	logSales
	 
	1
	0,065
	-1,158
	0,000

	 
	 
	2
	0,019
	0,409
	0,000

	 
	 
	3
	0,038
	0,719
	0,000

	logReturnOnSales
	1
	0,122
	1,370
	0,001

	 
	 
	2
	0,053
	0,502
	0,000

	 
	 
	3
	0,022
	0,367
	0,001

	logPatents
	 
	1
	0,005
	0,229
	0,218

	 
	 
	2
	0,060
	0,777
	0,000

	 
	 
	3
	0,021
	0,533
	0,001

	Model 2
	 
	Industry
	R2
	β
	P-value

	logReturnOnInvested
	 
	1
	0,139
	-0,237
	0,526

	Capital
	 
	2
	0,035
	0,055
	0,492

	 
	 
	3
	0,066
	0,399
	0,000

	logResearchAnd
	1
	0,285
	2,018
	0,000

	DevelopmentToSales
	2
	0,043
	0,320
	0,000

	 
	 
	3
	0,089
	0,344
	0,001

	logSales
	 
	1
	0,104
	-1,143
	0,000

	 
	 
	2
	0,042
	0,470
	0,000

	 
	 
	3
	0,063
	0,617
	0,000

	logReturnOnSales
	1
	0,293
	1,349
	0,006

	 
	 
	2
	0,106
	0,537
	0,000

	 
	 
	3
	0,055
	0,411
	0,000

	logPatents
	 
	1
	0,120
	0,257
	0,178

	 
	 
	2
	0,095
	0,876
	0,000

	 
	 
	3
	0,068
	0,456
	0,008

	 
	 
	 
	 
	 
	 

	Model 3
	 
	Industry
	R2
	β
	P-value


	logReturnOnInvested
	 
	1
	0,421
	-0,084
	0,402

	Capital
	 
	2
	0,330
	0,007
	0,756

	 
	 
	3
	0,167
	0,113
	0,001

	logResearchAnd
	1
	0,552
	1,730
	0,000

	DevelopmentToSales
	2
	0,427
	0,046
	0,434

	 
	 
	3
	0,590
	0,441
	0,000

	logSales
	 
	1
	0,773
	-0,112
	0,048

	 
	 
	2
	0,719
	0,095
	0,001

	 
	 
	3
	0,742
	0,178
	0,000

	logReturnOnSales
	1
	0,497
	0,233
	0,092

	 
	 
	2
	0,274
	0,110
	0,000

	 
	 
	3
	0,272
	0,160
	0,000

	logPatents
	 
	1
	0,463
	0,645
	0,000

	 
	 
	2
	0,231
	0,608
	0,000

	 
	 
	3
	0,244
	0,210
	0,123


Fig. 5.7
Again, some correlations with Country, and this time also CompanyAge, are missing which have been deleted. This is due to the fact that some companies have missing values of the log variables. From the biotechnology industry, correlations of Return on Sales with the dummy variables Country and CompanyAge are missing and therefore deleted.

By adding time dummies in the second model, the p-values of a few variables seem to decrease: this holds for logReturnOnInvestedCapital for biotechnology and pharmaceutics firms and logPatents for biotechnology firms. Similarly to the OLS regression test of section 5.2.3, the third model explains the variance of all dependent variables the best. This is based on the R2 values that are highest in this model. Appendix E2  shows the more detailed output of model 3.

This model proves that AllianceYesNo shows a positive linear relationship with both ReturnOnSales and Sales. This holds for almost all three industries, because for the biotechnology industry, the p-value is significant at the 0,05 level with regards to Sales. However, for biotechnology firms, alliances have a negative effect on Sales. As mentioned before, such firms do not expect to sell their product immediately and they are relatively young. Research and Development costs are relatively high in the beginning and due to intensive and complex development processes, it takes years before marketing their products begins(Quintana-Garcia and Benavides- Velasco, 2004). Possible private and public fundings help those firms to be able to survive. And also since biotechnology firms are on average younger than IT or pharmaceutic firms, there is a greater chance to face losses. Pharmaceutic companies deal with long and complex product development processes as well, but as this industry were founded much earlier(the database even contains one Japanese firm that dates back as far as the 18th century), there has been enough time to produce and sell drugs. Alliances also cause the number of patents to increase, which can only be said about the biotechnology and pharmaceutics industry. Obviously, entering alliances is less effective to increase the level of innovation for IT companies. Allying firms of biotechnology and IT sector seem to benefit from higher Research and Development to Sales. Finally, IT firms may make a better choice to enter an alliance, since this has a positive impact on their Return on Invested Capital.

Similarly to the previous section, a general conclusion on these findings will be drawn in the next chapter.

5.3.3
 Causality test

As mentioned already, an OLS regression only examines whether there is a linear relation between a dependent and an independent variable. However, it does not specifically imply a relationship between cause and effect. X could cause a higher or lower Y, but it is possible that other variables may cause a changing Y. The Granger causality test, for example, can be applied to measuring incremental predictability of X to Y. More specifically, it is considered to be a test that determines whether one time series is useful in forecasting another. The Granger methodology is only applicable to pairs of variables. Results may be distorted if more than two variables are involved. So, for example, if two variables being tested are "caused" by a third, they may have in fact no true relationship with each other, yet give positive results in a Granger test.
The Granger Causality test can be applied to the variables of this research, but in order to find true causality, it is necessary as well to examine whether Y causes X besides whether X causes Y. Thus, for example, AllianceYesNo does not only cause an increased ReturnOnInvestedCapital, but ReturnOnInvestedCapital could cause AllianceYesNo to become 1(allying). However, carrying out such a bidirectional causality and causality with a third variable has been left out as it would fall beyond scope of this thesis. 

Chapter 6
Conclusion and suggestions for further 



research 

The main research question is:

“Do allying firms innovate more than their non-allying counterparts, do they have a better financial- and market  performance and where can differences be found in the biotechnology, pharmaceutics and IT industry?”  
The purpose of this thesis is to examine whether entering an alliance is beneficial for firms or not; if it leads to a better financial- and market performance in terms of Return on Invested Capital, Return on Sales, Sales and Research and Development to Sales. Another purpose is to answer the question whether cooperating with another firm leads to more innovative performance in terms of increasing numbers of patents. 
These findings were drawn in 5 hypotheses. Based on the statistical results, the findings of the independent t-test first point out that those firms that enter an alliance show higher Sales, Research and Development to Sales, and a higher level of innovation as well (measured as the number of patents). However, the Return on Invested Capital and Return on Sales of individual operating firms show higher means in these two rates. The bivariate correlation analysis proved an increased number of Sales and Patents, Research and Development to Sales if firms collaborate in an alliance. The rate of Return on Invested Capital and Return on Sales are likely to decrease after an alliance. Finally, the OLS regression shows results from which can be implied that all hypotheses are accepted, as only positive linear relations are found.

Thus, these results confirm the assumption that firms in an alliance are likely to have an increased market performance in terms of Sales, Research and Development to Sales and Return on Sales, an increased innovation performance measured in number of patents and alliances also lead to a higher Research and Development to Sales rate. Although the independent t-test and correlation matrix showed lower means and a decreased Return on Invested Capital, and Return on Sales for allying firms, figures from OLS regression proves otherwise. Since the OLS regression includes control variables, whereas a t-test and correlation test do not, an OLS regression gives stronger evidence that Return on Invested Capital and Return on Sales do show a positive relation with alliances. A possible reason for a difference between the results from both independent t- test, correlation test and OLS regression test concerning the rates of Return on Invested Capital and Return on Sales, is the use of log instead of original variables. Second, this thesis also includes a deeper analysis on three industries, and how they differ from each other, regarding the effect of alliances on financial-, market- and innovative performance. 

Based on the statistic significant results, non-allied and allied firms of the three industries are selected and compared to each other. Non-allying biotechnology companies turn out to show higher Anova- means of Sales and Research and Development to Sales. The OLS regression test proves a positive linear relation between allying firms and Return on Sales, Sales, Research and Development to Sales, and Patents. Regarding pharmaceutics, Return on Invested Capital is on average higher for stand-alone firms, but Sales, Research and Development to Sales and Patents show higher means for those that have entered alliances. Alliance show a positive linear relation with Return on Sales, Sales and patents. Finally, allying IT businesses are characterized by producing more sales growth, a higher Return on Sales and Research and Development to Sales. The OLS regression analysis demonstrates a positive linear relation of alliances with the same variables, but unlike the other industries, this relation also holds for alliances and Return on Invested Capital. 

Another way to analyze these three groups is by separating all non-allying firms from those allying ones. Within the former group, the biotechnology industry produce a higher Research and Development to Sales rate. Pharmaceutics firms have higher means of Return on Invested Capital whereas IT businesses show higher means of Return on Sales, Sales and a higher number of patents. Within the group of allying firms, there are no significant results for biotechnology firms, but those in the pharmaceutics industry have, on average, produced a higher rate of Return on Sales and Return on Invested Capital. Allying IT businesses, finally, a larger number of patents is found, higher Sales and Research and Development to Sales.

After comparing  the three industries, a general conclusion can be drawn: IT firms on average show higher values of more variables than firms of the other two industries, regardless of being active in an alliance or not. This holds in particular for innovation, in other words: patents. All three industries demonstrate a positive linear relation between alliance and two variables: Return on Sales and Sales. Biotechnology and pharmaceutics businesses both show a positive linear relation between alliance and patents. Finally, the same holds for alliances and Research and Development to Sales for biotechnology and IT firms.

Suggestions for further research 

The rate of innovation has been measured as patent counts. As implied before, the counts of patent citations gives a better insight into a firm’s innovativeness. Espacenet is the database used to count patents and their citations, but as some businesses may register over thousands of patents, these are left out as it was a time consuming task. It could rather be carried out in a further research on alliances and innovation. A disadvantage of Espacenet is the limited speed at which a user can count patents. In other words, as soon as patents are counted too fast by returning to a page on the Espacenet website, the user receives a warning after which he or she should wait to search for patents again. Espacenet includes patents that have been registered on a European and worldwide basis, but it is uncertain whether those patents from USPTO(American patent office) are included. Of course there is a chance that many of them are duplicated in USPTO. So, the first suggestion is to count patent citations should be done by a group of people, thereby taking patents from USPTO and other patent offices into  account, besides Espacenet. 

Second, it may be interesting to examine how many alliances a certain firm has entered within the period of research and how long each alliance exists. Between 1990 and 2000 for example, a firm may have signed a contract to collaborate with more than one other firm. It is then important to know the length of each alliance, in order to see after how many years such a collaboration pays off in market-, financial-, market- and innovative performance. 
Third, a comparison can be made between a firm’s innovation input and output, and to carry out an OLS regression to see how input and output are related to each other. For example, figures on research and development expenditures could be linked to the number of patents or patent citations to analyze whether both variables increase or decrease simultaneously in an OLS regression. The period of analysis should of course be adjusted to the current year, as this thesis examines data from 1987 to 2007.  
Fourth, as mentioned in section 4. 4. 2, other industries may be included in future research. The dataset contained electronics firms and firms with other core activities, but these have been left out in the analysis. Although they are also characterized by the presence of high  technology, they are initially not the main focus.
A final suggestion is to place more attention to variables of market performance, such as stock market development and market share.
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Appendix  A


Frequency tables
	Country

	 
	 
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	 
	2
	0,06
	0,06
	0,06

	 
	aus
	42
	1,33
	1,33
	1,40

	 
	chn
	42
	1,33
	1,33
	2,73

	 
	deu
	84
	2,66
	2,66
	5,39

	 
	fra
	42
	1,33
	1,33
	6,73

	 
	gbr
	42
	1,33
	1,33
	8,06

	 
	ind
	42
	1,33
	1,33
	9,39

	 
	jpn
	945
	29,98
	29,98
	39,37

	 
	kor
	42
	1,33
	1,33
	40,70

	 
	nor
	42
	1,33
	1,33
	42,04

	 
	twn
	84
	2,66
	2,66
	44,70

	 
	usa
	1743
	55,30
	55,30
	100,00

	 
	Total
	3152
	100
	100
	 


Table A1. 
	Industry

	 
	 
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	 
	2
	0,06
	0,06
	0,06

	 
	Biotechnology
	546
	17,32
	17,32
	17,39

	 
	Electronics
	378
	11,99
	11,99
	29,38

	 
	IT
	966
	30,65
	30,65
	60,03

	 
	Other
	378
	11,99
	11,99
	72,02

	 
	Pharmaceutics
	882
	27,98
	27,98
	100,00

	 
	Total
	3152
	100,00
	100,00
	 


Table A2. 

	CompanyAgeCode

	 
	Age in years
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	0 to 15
	336
	10,66
	10,81
	10,81

	 
	16 to 40
	799
	25,35
	25,71
	36,52

	 
	41 to 60
	755
	23,95
	24,29
	60,81

	 
	61 to 80
	714
	22,65
	22,97
	83,78

	 
	81 and up
	504
	15,99
	16,22
	100,00

	 
	Total
	3108
	98,60
	100,00
	 

	Missing
	System
	44
	1,40
	 
	 

	Total
	 
	3152
	100
	 
	 


Table A3.
	Employees

	 
	 
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	0-500
	471
	14,94
	20,51
	20,51

	 
	501-1000
	203
	6,44
	8,84
	29,34

	 
	1001-5000
	962
	30,52
	41,88
	71,22

	 
	5001-10000
	263
	8,34
	11,45
	82,67

	 
	10001-50000
	342
	10,85
	14,89
	97,56

	 
	>50000
	56
	1,78
	2,44
	100,00

	 
	Total
	2297
	72,87
	100,00
	 

	Missing
	System
	855
	27,13
	 
	 

	Total
	 
	3152
	100,00
	 
	 


Table A4. 
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Testing  robustness check: linearity 
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Appendix C 
 Independent T-test and Correlation Matrix
	Independent Samples T-test                              Group Statistics

	
	AllianceYesNo
	N
	Mean
	Std. Deviation
	Std. Error Mean

	TF.ReturnOnInvestedCapital
	0
	1254
	2,5914944
	1,10337066E2
	3,11582217

	
	1
	1026
	-9,2797493
	1,74078251E2
	5,43464065

	TF.ResearchAndDevelopmentToSales
	0
	1072
	16,83184585
	4,809249804E1
	1,468858441

	
	1
	922
	29,87207650
	7,416290828E1
	2,442425310

	TF.Sales
	0
	1319
	1843,564
	4100,3117
	112,9001

	
	1
	1061
	2831,474
	5889,4881
	180,8089

	ReturnonSales
	0
	1319
	-84,6659485
	8,40627597E2
	23,14628229

	
	1
	1057
	-291,1118263
	4,40470211E3
	1,35481204E2

	Patents
	0
	1068
	69,87
	364,734
	11,161

	
	1
	967
	271,50
	972,992
	31,289


Table C1a
	Independent Samples Test

	 
	 
	Levene's Test for Equality of Variances
	t-test for Equality of Means

	 
	 
	 
	t
	df
	Sig. (2-tailed)
	Mean Difference
	Std. Error Difference
	95% Confidence Interval of the Difference
	 

	 
	 
	F
	Sig.
	 
	 
	 
	 
	 
	Lower
	Upper

	TF.ReturnOnInvested
	E.V.A
	6,0025
	0,100371
	23,6421

	Capital
	E.V.N.A.
	 
	 
	1,90
	1662,64
	0,06
	11,87
	6,26
	-0,42
	24,16

	TF.ResearchAnd
	E.V.A
	38,66
	0,00
	-4,72
	1992,00
	0,00
	-13,04
	2,76
	-18,46
	-7,62

	DevelopmentToSales
	E.V.N.A.
	 
	 
	-4,58
	1535,01
	0,00
	-13,04
	2,85
	-18,63
	-7,45

	TF.Sales
	E.V.A
	60,51
	0,00
	-4,81
	2378,00
	0,00
	-987,91
	205,28
	-1390,47
	-585,35

	 
	E.V.N.A.
	 
	-4,63
	1824,64
	0,00
	-987,91
	213,16
	-1405,98
	-569,84

	ReturnonSales
	E.V.A.
	19,40
	0,00
	1,66
	2374,00
	0,10
	206,45
	124,00
	-36,72
	449,61

	 
	E.V.N.A.
	 
	 
	1,50
	1117,78
	0,13
	206,45
	137,44
	-63,23
	476,12

	Patents
	E.V.A
	113,67
	0,00
	-6,30
	2033,00
	0,00
	-201,63
	32,00
	-264,39
	-138,88

	 
	E.V.N.A.
	 
	 
	-6,07
	1209,72
	0,00
	-201,63
	33,22
	-266,81
	-136,46


Table C1b
	Bivariate Correlation            Descriptive Statistics

	
	Mean
	Std. Deviation
	N

	TF.ReturnOnInvestedCapital
	1,3222418
	44,90854589
	2263

	TF.ResearchAndDevelopmentToSales
	22,86148108
	6,186197115E1
	1994

	TF.Sales
	2284,931
	5001,8860
	2379

	ReturnonSales
	-46,6492377
	1,01082454E3
	2343

	Patents
	165,68
	727,701
	2035

	AllianceYesNo
	,36
	,479
	3150



Table C2a
	Bivariate Correlations

	
	
	TF.ReturnOnInvestedCapital
	TF.ResearchAndDevelopmentToSales
	TF.Sales
	ReturnonSales
	Patents
	AllianceYesNo

	TF.ReturnOnInvestedCapital
	Pearson Correlation
	1,000
	-,307**
	,079**
	,341**
	,028
	-,048*

	
	Sig. (2-tailed)
	
	,000
	,000
	,000
	,242
	,023

	
	N
	2263,000
	1906
	2248
	2225
	1728
	2263

	TF.ResearchAndDevelopmentToSales
	Pearson Correlation
	-,307**
	1,000
	-,126**
	-,294**
	-,060*
	,105**

	
	Sig. (2-tailed)
	,000
	
	,000
	,000
	,018
	,000

	
	N
	1906
	1994,000
	1992
	1980
	1556
	1994

	TF.Sales
	Pearson Correlation
	,079**
	-,126**
	1,000
	,024
	,418**
	,098**

	
	Sig. (2-tailed)
	,000
	,000
	
	,238
	,000
	,000

	
	N
	2248
	1992
	2379,000
	2343
	1799
	2379

	ReturnonSales
	Pearson Correlation
	,341**
	-,294**
	,024
	1,000
	,009
	,020

	
	Sig. (2-tailed)
	,000
	,000
	,238
	
	,696
	,327

	
	N
	2225
	1980
	2343
	2343,000
	1768
	2343

	Patents
	Pearson Correlation
	,028
	-,060*
	,418**
	,009
	1,000
	,138**

	
	Sig. (2-tailed)
	,242
	,018
	,000
	,696
	
	,000

	
	N
	1728
	1556
	1799
	1768
	2035,000
	2035

	AllianceYesNo
	Pearson Correlation
	-,048*
	,105**
	,098**
	,020
	,138**
	1,000

	
	Sig. (2-tailed)
	,023
	,000
	,000
	,327
	,000
	

	
	N
	2263
	1994
	2379
	2343
	2035
	3150,000

	**. Correlation is significant at the 0.01 level (2-tailed).
	
	
	
	
	

	*. Correlation is significant at the 0.05 level (2-tailed).
	
	
	
	
	


Table C2b
Appendix D 

OLS Regression

Model 3




Return on Invested Capital

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,514a
	,264
	,247
	1,00381

	a. Predictors: (Constant), CountryChina, CountryUnitedKingdom, CountryIndia, CountryNorway, CountryKorea, Y1989, CountryFrance, CountryTaiwan, Y1990, CountryGermany, Y1988, Y1993, Y1991, Y1994, Y1992, Y1996, Y1997, CompanyAge41to60, Y1995, Y2000, AllianceYesNo, Y1999, Y1998, Y2001, IndustryBiotech, Y2003, IndustryElectronics, Y2002, Employees, CompanyAge0to15, Y2007, IndustryOther, CompanyAge81andUp, Y2004, CompanyAge16to40, Y2006, CountryJapan, IndustryIT

	b. Dependent Variable: logReturnOnInvestedCapital


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	2,261
	,142
	
	15,969
	,000

	
	AllianceYesNo
	,140
	,052
	,060
	2,703
	,007

	
	Y1988
	,510
	,173
	,077
	2,948
	,003

	
	Y1989
	,408
	,172
	,062
	2,376
	,018

	
	Y1990
	,245
	,163
	,040
	1,499
	,134

	
	Y1991
	,052
	,160
	,009
	,326
	,745

	
	Y1993
	-,046
	,158
	-,008
	-,293
	,770

	
	Y1992
	-,041
	,157
	-,007
	-,264
	,792

	
	Y1994
	-,108
	,156
	-,019
	-,690
	,491

	
	Y1995
	,079
	,151
	,015
	,525
	,600

	
	Y1996
	,001
	,151
	,000
	,009
	,993

	
	Y1997
	-,056
	,148
	-,011
	-,378
	,706

	
	Y1998
	-,189
	,145
	-,037
	-1,303
	,193

	
	Y1999
	-,199
	,145
	-,039
	-1,371
	,171

	
	Y2000
	,080
	,144
	,016
	,556
	,578

	
	Y2001
	-,173
	,144
	-,034
	-1,202
	,230

	
	Y2002
	-,137
	,143
	-,027
	-,962
	,336

	
	Y2003
	-,019
	,143
	-,004
	-,130
	,897

	
	Y2004
	-,022
	,137
	-,005
	-,159
	,873

	
	Y2006
	-,011
	,136
	-,002
	-,079
	,937

	
	Y2007
	,074
	,137
	,016
	,543
	,588

	
	Employees
	,040
	,025
	,042
	1,576
	,115

	
	CompanyAge0to15
	-,338
	,158
	-,055
	-2,143
	,032

	
	CompanyAge16to40
	,576
	,103
	,170
	5,578
	,000

	
	CompanyAge41to60
	,429
	,086
	,165
	4,994
	,000

	
	CompanyAge81andUp
	,028
	,072
	,011
	,395
	,693

	
	IndustryBiotech
	-,788
	,127
	-,152
	-6,214
	,000

	
	IndustryIT
	-,440
	,087
	-,180
	-5,051
	,000

	
	IndustryElectronics
	-,549
	,099
	-,152
	-5,562
	,000

	
	IndustryOther
	-,398
	,089
	-,120
	-4,488
	,000

	
	CountryJapan
	-,990
	,073
	-,421
	-13,505
	,000

	
	CountryGermany
	,075
	,149
	,011
	,502
	,616

	
	CountryTaiwan
	-,087
	,197
	-,010
	-,440
	,660

	
	CountryFrance
	-,628
	,187
	-,083
	-3,363
	,001

	
	CountryIndia
	,528
	,588
	,020
	,897
	,370

	
	CountryNorway
	-,990
	,412
	-,056
	-2,403
	,016

	
	CountryKorea
	-,535
	,203
	-,061
	-2,636
	,008

	
	CountryUnitedKingdom
	1,271
	,596
	,047
	2,133
	,033

	
	CountryChina
	-,944
	,332
	-,064
	-2,840
	,005

	a. Dependent Variable: logReturnOnInvestedCapital
	
	
	






Research and Development To Sales
	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,640a
	,410
	,396
	1,05904

	a. Predictors: (Constant), CountryUnitedKingdom, Y1998, CountryIndia, CountryFrance, CountryNorway, CountryAustralia, CountryKorea, CountryTaiwan, CountryGermany, Y1989, Y1988, Y1991, Y1992, Y1994, Y1990, Y1993, Y1995, CompanyAge41to60, Y1996, Y1997, Y1999, AllianceYesNo, Y2002, IndustryElectronics, Y2000, Y2001, CompanyAge0to15, Y2005, IndustryOther, Employees, Y2003, CompanyAge61to80, Y2007, IndustryBiotech, CountryJapan, Y2006, IndustryPharma, CompanyAge16to40

	b. Dependent Variable: logResearchAndDevelopmentToSales


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	2,025
	,186
	
	10,864
	,000

	
	AllianceYesNo
	,462
	,055
	,170
	8,464
	,000

	
	Y1988
	-,367
	,188
	-,044
	-1,950
	,051

	
	Y1989
	-,319
	,197
	-,035
	-1,619
	,106

	
	Y1990
	-,417
	,179
	-,053
	-2,331
	,020

	
	Y1991
	-,388
	,175
	-,050
	-2,213
	,027

	
	Y1993
	-,408
	,168
	-,056
	-2,422
	,016

	
	Y1992
	-,359
	,176
	-,046
	-2,033
	,042

	
	Y1994
	-,333
	,162
	-,048
	-2,055
	,040

	
	Y1995
	-,173
	,158
	-,026
	-1,099
	,272

	
	Y1996
	-,231
	,155
	-,036
	-1,492
	,136

	
	Y1997
	-,202
	,154
	-,032
	-1,311
	,190

	
	Y1998
	-,144
	,151
	-,023
	-,957
	,339

	
	Y1999
	-,131
	,147
	-,022
	-,888
	,375

	
	Y2000
	-,107
	,142
	-,019
	-,751
	,453

	
	Y2001
	,098
	,141
	,018
	,696
	,487

	
	Y2002
	,108
	,142
	,019
	,761
	,447

	
	Y2003
	,038
	,140
	,007
	,272
	,786

	
	Y2005
	,024
	,140
	,004
	,170
	,865

	
	Y2006
	-,023
	,140
	-,004
	-,168
	,867

	
	Y2007
	-,049
	,140
	-,009
	-,349
	,727

	
	Employees
	-,223
	,027
	-,216
	-8,295
	,000

	
	CompanyAge0to15
	,675
	,154
	,122
	4,383
	,000

	
	CompanyAge16to40
	,632
	,138
	,188
	4,567
	,000

	
	CompanyAge41to60
	,489
	,129
	,163
	3,799
	,000

	
	CompanyAge61to80
	-,108
	,081
	-,032
	-1,328
	,184

	
	IndustryBiotech
	,776
	,111
	,188
	6,978
	,000

	
	IndustryPharma
	,846
	,112
	,290
	7,583
	,000

	
	IndustryElectronics
	-,035
	,102
	-,008
	-,341
	,733

	
	IndustryOther
	-,376
	,107
	-,088
	-3,511
	,000

	
	CountryJapan
	-,219
	,094
	-,075
	-2,317
	,021

	
	CountryGermany
	-,259
	,168
	-,031
	-1,544
	,123

	
	CountryTaiwan
	-2,034
	,207
	-,206
	-9,839
	,000

	
	CountryFrance
	-,224
	,254
	-,019
	-,880
	,379

	
	CountryIndia
	-3,719
	,622
	-,115
	-5,982
	,000

	
	CountryNorway
	,243
	,455
	,011
	,533
	,594

	
	CountryKorea
	-2,375
	,298
	-,157
	-7,960
	,000

	
	CountryAustralia
	,064
	,319
	,004
	,200
	,841

	
	CountryUnitedKingdom
	,929
	,252
	,074
	3,683
	,000

	a. Dependent Variable: logResearchAndDevelopmentToSales
	
	


Sales

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,862a
	,743
	,739
	1,07358

	a. Predictors: (Constant), CountryChina, CountryIndia, CountryAustralia, CountryNorway, CountryUnitedKingdom, CountryKorea, Y1989, CountryTaiwan, CountryFrance, CountryGermany, Y1996, Y1990, Y1988, Y1992, Y1991, Y1993, Y1994, Y1995, Y1997, Y1998, AllianceYesNo, IndustryIT, Y1999, Y2002, Y2000, Y2005, Employees, Y2001, IndustryElectronics, Y2006, IndustryOther, Y2004, CountryJapan, IndustryBiotech, Y2007

	b. Dependent Variable: logSales
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	3,556
	,116
	
	30,550
	,000

	
	AllianceYesNo
	,224
	,047
	,053
	4,730
	,000

	
	Y1988
	-,123
	,168
	-,009
	-,730
	,465

	
	Y1989
	-,084
	,171
	-,006
	-,494
	,621

	
	Y1990
	-,187
	,162
	-,015
	-1,158
	,247

	
	Y1991
	-,049
	,155
	-,004
	-,318
	,751

	
	Y1993
	,033
	,151
	,003
	,222
	,824

	
	Y1992
	,055
	,153
	,005
	,359
	,720

	
	Y1994
	,042
	,145
	,004
	,287
	,774

	
	Y1995
	,159
	,142
	,016
	1,122
	,262

	
	Y1996
	,015
	,138
	,002
	,107
	,915

	
	Y1997
	,068
	,138
	,007
	,494
	,621

	
	Y1998
	,166
	,134
	,018
	1,243
	,214

	
	Y1999
	,116
	,132
	,013
	,883
	,378

	
	Y2000
	-,066
	,129
	-,008
	-,515
	,607

	
	Y2001
	-,027
	,128
	-,003
	-,214
	,831

	
	Y2002
	-,050
	,129
	-,006
	-,390
	,697

	
	Y2004
	,114
	,128
	,013
	,892
	,373

	
	Y2005
	,144
	,128
	,017
	1,122
	,262

	
	Y2006
	,130
	,128
	,015
	1,014
	,310

	
	Y2007
	,128
	,128
	,015
	1,000
	,317

	
	Employees
	1,158
	,020
	,739
	56,974
	,000

	
	IndustryBiotech
	-,700
	,093
	-,109
	-7,515
	,000

	
	IndustryIT
	,182
	,072
	,041
	2,522
	,012

	
	IndustryElectronics
	-,096
	,091
	-,014
	-1,055
	,292

	
	IndustryOther
	-,274
	,083
	-,045
	-3,313
	,001

	
	CountryJapan
	,697
	,062
	,158
	11,189
	,000

	
	CountryGermany
	,112
	,149
	,009
	,753
	,451

	
	CountryTaiwan
	,485
	,185
	,030
	2,620
	,009

	
	CountryFrance
	,706
	,190
	,045
	3,717
	,000

	
	CountryIndia
	-1,411
	,542
	-,029
	-2,602
	,009

	
	CountryNorway
	-1,018
	,294
	-,039
	-3,462
	,001

	
	CountryKorea
	-,448
	,203
	-,025
	-2,204
	,028

	
	CountryAustralia
	-1,877
	,348
	-,060
	-5,395
	,000

	
	CountryUnitedKingdom
	-1,008
	,270
	-,042
	-3,730
	,000

	
	CountryChina
	-,584
	,350
	-,019
	-1,668
	,095

	a. Dependent Variable: logSales
	
	
	
	







Return on Sales

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,360a
	,130
	,108
	1,37209

	a. Predictors: (Constant), CompanyAge81andUp, Y1995, CountryUnitedKingdom, CountryIndia, CountryChina, CountryNorway, CountryGermany, Y1994, Y1992, AllianceYesNo, Y1993, CountryFrance, Y1996, CountryTaiwan, Y1997, CountryKorea, Y1991, Y1990, Y2001, Y1999, Y1989, IndustryBiotech, Y1998, Y1988, Y2002, Y2000, IndustryElectronics, Y2003, CompanyAge0to15, Employees, Y2007, IndustryOther, CompanyAge41to60, Y2006, CompanyAge16to40, Y2004, CountryJapan, IndustryIT

	b. Dependent Variable: logReturnOnSales
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	1,950
	,197
	
	9,902
	,000

	
	AllianceYesNo
	,472
	,073
	,162
	6,506
	,000

	
	Y1988
	,006
	,240
	,001
	,025
	,980

	
	Y1989
	-,018
	,238
	-,002
	-,077
	,939

	
	Y1990
	-,098
	,228
	-,013
	-,427
	,669

	
	Y1991
	-,248
	,224
	-,033
	-1,112
	,267

	
	Y1993
	-,306
	,223
	-,041
	-1,369
	,171

	
	Y1992
	-,299
	,224
	-,040
	-1,332
	,183

	
	Y1994
	-,197
	,220
	-,027
	-,898
	,369

	
	Y1995
	,071
	,213
	,010
	,333
	,739

	
	Y1996
	-,076
	,207
	-,011
	-,367
	,714

	
	Y1997
	-,167
	,208
	-,025
	-,802
	,423

	
	Y1998
	-,400
	,202
	-,063
	-1,985
	,047

	
	Y1999
	-,312
	,203
	-,048
	-1,532
	,126

	
	Y2000
	,083
	,198
	,013
	,417
	,677

	
	Y2001
	-,146
	,203
	-,022
	-,719
	,472

	
	Y2002
	-,116
	,200
	-,018
	-,578
	,563

	
	Y2003
	-,016
	,198
	-,003
	-,081
	,935

	
	Y2004
	-,052
	,190
	-,009
	-,272
	,786

	
	Y2006
	-,075
	,190
	-,013
	-,397
	,692

	
	Y2007
	,078
	,190
	,013
	,413
	,680

	
	Employees
	-,075
	,035
	-,064
	-2,136
	,033

	
	IndustryBiotech
	-,749
	,187
	-,109
	-3,999
	,000

	
	IndustryIT
	-,513
	,129
	-,167
	-3,965
	,000

	
	IndustryElectronics
	-,544
	,139
	-,120
	-3,927
	,000

	
	IndustryOther
	,073
	,126
	,017
	,582
	,561

	
	CountryJapan
	-,587
	,105
	-,197
	-5,608
	,000

	
	CountryGermany
	-,366
	,203
	-,046
	-1,803
	,072

	
	CountryTaiwan
	-,856
	,268
	-,084
	-3,200
	,001

	
	CountryFrance
	-,532
	,260
	-,056
	-2,042
	,041

	
	CountryIndia
	-,153
	,804
	-,005
	-,190
	,849

	
	CountryNorway
	-,270
	,568
	-,012
	-,475
	,635

	
	CountryKorea
	-,866
	,287
	-,078
	-3,013
	,003

	
	CountryUnitedKingdom
	3,657
	,992
	,090
	3,688
	,000

	
	CountryChina
	-1,827
	,538
	-,084
	-3,394
	,001

	
	CompanyAge0to15
	,254
	,227
	,032
	1,118
	,264

	
	CompanyAge16to40
	,653
	,144
	,158
	4,543
	,000

	
	CompanyAge41to60
	,497
	,124
	,154
	4,008
	,000

	
	CompanyAge81andUp
	,373
	,101
	,114
	3,698
	,000

	a. Dependent Variable: logReturnOnSales
	
	
	
	


Patents

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,568a
	,322
	,306
	1,63299

	a. Predictors: (Constant), CountryChina, CountryIndia, CountryNorway, CountryAustralia, CountryUnitedKingdom, Y1988, CountryKorea, CountryTaiwan, Y1991, Y1989, Y1990, Y1992, CountryGermany, Y1993, Y1994, CountryFrance, Y1995, Y1997, Y1996, Y1998, Y1999, IndustryIT, Y2000, AllianceYesNo, Y2001, Y2007, Y2003, Employees, Y2002, IndustryElectronics, Y2006, IndustryOther, CountryJapan, Y2005, IndustryBiotech

	b. Dependent Variable: logPatents
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	1,018
	,196
	
	5,191
	,000

	
	AllianceYesNo
	,720
	,086
	,183
	8,336
	,000

	
	Y1988
	,346
	,368
	,022
	,939
	,348

	
	Y1989
	-,234
	,331
	-,017
	-,708
	,479

	
	Y1990
	-,237
	,311
	-,018
	-,761
	,447

	
	Y1991
	,030
	,314
	,002
	,094
	,925

	
	Y1993
	-,366
	,280
	-,032
	-1,307
	,191

	
	Y1992
	,204
	,304
	,016
	,670
	,503

	
	Y1994
	,051
	,274
	,005
	,186
	,852

	
	Y1995
	-,206
	,259
	-,020
	-,796
	,426

	
	Y1996
	-,535
	,248
	-,056
	-2,157
	,031

	
	Y1997
	-,048
	,248
	-,005
	-,194
	,846

	
	Y1998
	-,143
	,232
	-,016
	-,615
	,539

	
	Y1999
	-,061
	,228
	-,007
	-,269
	,788

	
	Y2000
	-,239
	,225
	-,029
	-1,062
	,288

	
	Y2001
	-,349
	,213
	-,046
	-1,637
	,102

	
	Y2002
	,017
	,213
	,002
	,079
	,937

	
	Y2003
	-,043
	,210
	-,006
	-,206
	,837

	
	Y2005
	,043
	,207
	,006
	,210
	,834

	
	Y2006
	-,042
	,209
	-,006
	-,200
	,842

	
	Y2007
	-,050
	,212
	-,007
	-,235
	,814

	
	Employees
	,766
	,038
	,530
	20,020
	,000

	
	IndustryBiotech
	,782
	,164
	,139
	4,758
	,000

	
	IndustryIT
	-,164
	,133
	-,038
	-1,233
	,218

	
	IndustryElectronics
	,481
	,157
	,079
	3,055
	,002

	
	IndustryOther
	-,147
	,151
	-,026
	-,973
	,331

	
	CountryJapan
	,247
	,113
	,060
	2,177
	,030

	
	CountryGermany
	-,352
	,268
	-,029
	-1,314
	,189

	
	CountryTaiwan
	-,274
	,327
	-,018
	-,839
	,402

	
	CountryFrance
	-,221
	,310
	-,017
	-,711
	,477

	
	CountryIndia
	-2,187
	1,644
	-,028
	-1,330
	,184

	
	CountryNorway
	-,360
	,828
	-,009
	-,435
	,664

	
	CountryKorea
	-,800
	,341
	-,053
	-2,344
	,019

	
	CountryAustralia
	-,610
	,591
	-,022
	-1,031
	,303

	
	CountryUnitedKingdom
	-,172
	,414
	-,009
	-,415
	,678

	
	CountryChina
	-2,117
	,635
	-,073
	-3,334
	,001

	a. Dependent Variable: logPatents
	
	
	
	


Appendix E1

Business Industries: One- Way Anova




Non- allying firms

	Descriptives

	 
	 
	N
	Mean
	Std. Deviation
	Std. Error
	95% Confidence Interval for Mean
	 
	Min.
	Max.

	 
	 
	 
	 
	 
	 
	Lower Bound
	Upper Bound
	 
	 

	TF.ReturnOn
	1,00
	153,00
	-19,13
	35,13
	2,84
	-24,74
	-13,51
	-216,84
	97,34

	Invested
	2,00
	376,00
	8,06
	9,43
	0,49
	7,10
	9,01
	-52,12
	94,17

	Capital
	3,00
	392,00
	6,68
	24,11
	1,22
	4,29
	9,07
	-132,22
	183,63

	 
	4,00
	5,64
	13,68
	1,13
	3,41
	7,87
	-87,62
	28,59

	 
	5,00
	175,00
	2,86
	45,04
	3,40
	-3,86
	9,58
	-544,81
	66,30

	 
	Total
	1243,00
	3,26
	27,21
	0,77
	1,75
	4,77
	-544,81
	183,63

	TF.Research
	1,00
	124,00
	73,70
	124,27
	11,16
	51,61
	95,79
	0,11
	688,41

	AndDevelop
	2,00
	330,00
	10,42
	10,54
	0,58
	9,28
	11,57
	0,11
	120,69

	mentToSales
	3,00
	349,00
	10,81
	13,01
	0,70
	9,44
	12,18
	0,00
	123,17

	 
	4,00
	143,00
	5,16
	6,92
	0,58
	4,01
	6,30
	0,03
	51,98

	 
	5,00
	126,00
	7,58
	11,98
	1,07
	5,46
	9,69
	0,25
	90,38

	 
	Total
	1072,00
	16,83
	48,09
	1,47
	13,95
	19,71
	0,00
	688,41

	ReturnOn
	1,00
	158,00
	-584,71
	2026,62
	161,23
	-903,17
	-266,25
	-11888,36
	382,95

	Sales
	2,00
	398,00
	-0,77
	80,32
	4,03
	-8,68
	7,15
	-1164,00
	31,62

	 
	3,00
	416,00
	0,06
	28,70
	1,41
	-2,71
	2,82
	-296,01
	72,80

	 
	4,00
	152,00
	2,97
	15,33
	1,24
	0,52
	5,43
	-103,82
	21,12

	 
	5,00
	183,00
	40,55
	347,76
	25,71
	-10,17
	91,28
	-189,98
	3400,23

	 
	Total
	1307,00
	-64,88
	741,77
	20,52
	-105,13
	-24,62
	-11888,36
	3400,23

	TF.Sales
	1,00
	161,00
	325,28
	456,85
	36,00
	254,17
	396,39
	0,04
	1585,60

	 
	2,00
	400,00
	1302,39
	1565,73
	78,29
	1148,49
	1456,30
	0,47
	7972,24

	 
	3,00
	421,00
	2185,86
	5636,40
	274,70
	1645,90
	2725,82
	0,10
	51483,14

	 
	4,00
	152,00
	2807,20
	5056,68
	410,15
	1996,82
	3617,57
	7,19
	24610,83

	 
	5,00
	184,00
	2779,29
	4115,88
	303,43
	2180,62
	3377,95
	-0,40
	25212,12

	 
	Total
	1318,00
	1844,96
	4101,55
	112,98
	1623,32
	2066,59
	-0,40
	51483,14

	Patents
	1,00
	182,00
	29,46
	64,44
	4,78
	20,03
	38,88
	1,00
	354,00

	 
	2,00
	310,00
	33,82
	85,90
	4,88
	24,22
	43,42
	1,00
	689,00

	 
	3,00
	306,00
	78,82
	307,85
	17,60
	44,19
	113,45
	1,00
	2625,00

	 
	4,00
	138,00
	192,72
	863,26
	73,49
	47,40
	338,03
	1,00
	8434,00

	 
	5,00
	132,00
	61,06
	197,20
	17,16
	27,11
	95,02
	1,00
	1339,00

	 
	Total
	1068,00
	69,87
	364,73
	11,16
	47,97
	91,77
	1,00
	8434,00


Table E1a
	ANOVA

	 
	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	TF.ReturnOn
	Between Groups
	90.779,13 
	4,00 
	22.694,78 
	33,91 
	0,00 

	Invested
	Within Groups
	828.614,09 
	1.238,00 
	669,32 
	 
	 

	Capital
	Total
	919.393,22 
	1.242,00 
	
	 
	 

	TF.Research
	Between Groups
	457.558,88 
	4,00 
	114.389,72 
	60,44 
	0,00 

	AndDevelopment
	Within Groups
	2.019.544,56 
	1.067,00 
	1.892,73 
	 
	 

	toSales
	Total
	2.477.103,44 
	1.071,00 
	 
	 
	 

	ReturnonSales
	Between Groups
	48.819.604,41 
	4,00 
	12.204.901,10 
	23,73 
	0,00 

	 
	Within Groups
	669.780.477,01 
	1.302,00 
	514.424,33 
	 
	 

	 
	Total
	718.600.081,42 
	1.306,00 
	
	 
	 

	TF.Sales
	Between Groups
	839.857.855,11 
	4,00 
	209.964.463,78 
	12,93 
	0,00 

	 
	Within Groups
	21.315.703.961,00 
	1.313,00 
	16.234.351,84 
	 
	 

	 
	Total
	22.155.561.816,11 
	1.317,00 
	 
	 
	 

	Patents
	Between Groups
	2.817.568,10 
	4,00 
	704.392,02 
	5,38 
	0,00 

	 
	Within Groups
	139.126.229,42 
	1.063,00 
	130.880,74 
	 
	 

	 
	Total
	141.943.797,51 
	1.067,00 
	 
	 
	 


Table E1b
Allying firms

	Descriptives

	 
	 
	N
	Mean
	Std. Deviation
	Std. Error
	95% Confidence Interval for Mean
	 
	Min
	Max

	 
	 
	 
	 
	 
	 
	Lower Bound
	Upper Bound
	 
	 

	TF.ReturnOn
	1,00
	136,00
	-24,29
	33,72
	2,89
	-30,01
	-18,57
	-154,89
	68,95

	InvestedCapital
	2,00
	310,00
	6,24
	12,01
	0,68
	4,89
	7,58
	-114,08
	28,29

	 
	3,00
	347,00
	3,62
	71,55
	3,84
	-3,93
	11,17
	-822,94
	385,68

	 
	4,00
	-18,66
	128,56
	13,40
	-45,29
	7,96
	-997,79
	46,91

	 
	5,00
	135,00
	5,72
	14,10
	1,21
	3,32
	8,12
	-65,89
	45,71

	 
	Total
	1020,00
	-1,04
	59,70
	1,87
	-4,71
	2,63
	-997,79
	385,68

	TF.ResearchAnd
	1,00
	110,00
	155,89
	164,19
	15,65
	124,87
	186,92
	0,14
	792,74

	Development
	2,00
	298,00
	13,68
	11,19
	0,65
	12,41
	14,96
	0,18
	119,38

	 
	3,00
	322,00
	14,00
	15,33
	0,85
	12,32
	15,68
	0,00
	237,71

	 
	4,00
	76,00
	11,07
	11,77
	1,35
	8,38
	13,76
	0,11
	50,80

	 
	5,00
	116,00
	8,34
	12,25
	1,14
	6,08
	10,59
	0,08
	94,00

	 
	Total
	922,00
	29,87
	74,16
	2,44
	25,08
	34,67
	0,00
	792,74

	ReturnonSales
	1,00
	144,00
	-385,14
	1027,88
	85,66
	-554,46
	-215,82
	-7061,85
	760,42

	 
	2,00
	313,00
	6,01
	19,28
	1,09
	3,87
	8,16
	-197,65
	60,41

	 
	3,00
	348,00
	4,93
	21,76
	1,17
	2,63
	7,22
	-136,76
	62,16

	 
	4,00
	96,00
	-650,54
	3248,79
	331,58
	-1308,81
	7,72
	-20216,70
	35,67

	 
	5,00
	135,00
	665,26
	1723,77
	148,36
	371,83
	958,68
	-101,87
	6449,57

	 
	Total
	1036,00
	-23,65
	1271,54
	39,50
	-101,17
	53,86
	-20216,70
	6449,57

	TF.Sales
	1,00
	159,00
	168,80
	432,89
	34,33
	100,99
	236,60
	0,00
	2159,55

	 
	2,00
	314,00
	1580,47
	2025,40
	114,30
	1355,58
	1805,37
	12,68
	11053,71

	 
	3,00
	354,00
	3573,99
	8085,07
	429,72
	2728,86
	4419,11
	0,07
	64218,26

	 
	4,00
	97,00
	6425,84
	7028,19
	713,60
	5009,35
	7842,34
	0,00
	26489,70

	 
	5,00
	137,00
	4325,46
	5599,23
	478,37
	3379,45
	5271,48
	-33,52
	24945,46

	 
	Total
	1061,00
	2831,47
	5889,49
	180,81
	2476,69
	3186,26
	-33,52
	64218,26

	Patents
	1,00
	163,00
	28,63
	75,37
	5,90
	16,97
	40,29
	1,00
	491,00

	 
	2,00
	301,00
	97,32
	217,74
	12,55
	72,63
	122,02
	-3,39
	1369,00

	 
	3,00
	269,00
	116,62
	610,09
	37,20
	43,38
	189,85
	1,00
	8862,00

	 
	4,00
	105,00
	1428,26
	2344,10
	228,76
	974,62
	1881,90
	1,00
	8258,00

	 
	5,00
	129,00
	366,21
	692,12
	60,94
	245,63
	486,79
	1,00
	2798,00

	 
	Total
	967,00
	271,50
	972,99
	31,29
	210,10
	332,90
	-3,39
	8862,00


Table E1c
	ANOVA

	 
	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	TF.ReturnOnInvestedCapital
	Between Groups
	132220,95
	4,00
	33055,24
	9,59
	0,00

	 
	Within Groups
	3499987,75
	1015,00
	3448,26
	 
	 

	 
	Total
	3632208,69
	1019,00
	 
	 
	 

	TF.ResearchAndDevelopmentToSales
	Between Groups
	1986850,18
	4,00
	496712,54
	147,94
	0,00

	 
	Within Groups
	3078775,97
	917,00
	3357,44
	 
	 

	 
	Total
	5065626,14
	921,00
	 
	 
	 

	ReturnonSales
	Between Groups
	121174722,06
	4,00
	30293680,52
	20,12
	0,00

	 
	Within Groups
	1552219738,42
	1031,00
	1505547,76
	 
	 

	 
	Total
	1673394460,48
	1035,00
	 
	 
	 

	TF.Sales
	Between Groups
	3372838925,70
	4,00
	843209731,43
	26,66
	0,00

	 
	Within Groups
	33394395747,66
	1056,00
	31623480,82
	 
	 

	 
	Total
	36767234673,36
	1060,00
	 
	 
	 

	Patents
	Between Groups
	166855390,18
	4,00
	41713847,55
	53,67
	0,00

	 
	Within Groups
	747669676,73
	962,00
	777203,41
	 
	 

	 
	Total
	914525066,91
	966,00
	 
	 
	 


Table E1d






Biotechnology
	Descriptives

	 
	 
	N
	Mean
	Std. Deviation
	Std. Error
	95% Confidence Interval for Mean
	 
	Minimum
	Maximum

	 
	 
	 
	 
	 
	 
	Lower Bound
	Upper Bound
	 
	 

	TF.ReturnOn
	0
	153,00
	-19,13
	35,13
	2,84
	-24,74
	-13,51
	-216,84
	97,34

	InvestedCapital
	1
	136,00
	-24,29
	33,72
	2,89
	-30,01
	-18,57
	-154,89
	68,95

	 
	Total
	289,00
	-21,56
	34,51
	2,03
	-25,55
	-17,56
	-216,84
	97,34

	TF.ResearchAnd
	0
	73,70
	124,27
	11,16
	51,61
	95,79
	0,11
	688,41

	DevelopmentTo
	1
	110,00
	155,89
	164,19
	15,65
	124,87
	186,92
	0,14
	792,74

	Sales
	Total
	234,00
	112,34
	149,84
	9,80
	93,04
	131,64
	0,11
	792,74

	ReturnonSales
	0
	158,00
	-584,71
	2026,62
	161,23
	-903,17
	-266,25
	-11888,36
	382,95

	 
	1
	144,00
	-385,14
	1027,88
	85,66
	-554,46
	-215,82
	-7061,85
	760,42

	 
	Total
	302,00
	-489,55
	1629,17
	93,75
	-674,04
	-305,07
	-11888,36
	760,42

	TF.Sales
	0
	161,00
	325,28
	456,85
	36,00
	254,17
	396,39
	0,04
	1585,60

	 
	1
	159,00
	168,80
	432,89
	34,33
	100,99
	236,60
	0,00
	2159,55

	 
	Total
	320,00
	247,53
	451,26
	25,23
	197,90
	297,16
	0,00
	2159,55

	Patents
	0
	182,00
	29,46
	64,44
	4,78
	20,03
	38,88
	1,00
	354,00

	 
	1
	163,00
	28,63
	75,37
	5,90
	16,97
	40,29
	1,00
	491,00

	 
	Total
	345,00
	29,07
	69,71
	3,75
	21,68
	36,45
	1,00
	491,00


Table E1e
	ANOVA

	 
	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	TF.ReturnOn
	Between Groups
	1921,51
	1,00
	1921,51
	1,62
	0,20

	InvestedCapital
	Within Groups
	341147,70
	287,00
	1188,67
	 
	 

	 
	Total
	343069,21
	288,00
	 
	 
	 

	TF.ResearchAnd
	Between Groups
	393765,71
	1,00
	393765,71
	18,88
	0,00

	Development
	Within Groups
	4837823,67
	232,00
	20852,69
	 
	 

	 
	Total
	5231589,39
	233,00
	 
	 
	 

	ReturnonSales
	Between Groups
	3000572,29
	1,00
	3000572,29
	1,13
	0,29

	 
	Within Groups
	795914444,32
	300,00
	2653048,15
	 
	 

	 
	Total
	798915016,61
	301,00
	 
	 
	 

	TF.Sales
	Between Groups
	1958820,42
	1,00
	1958820,42
	9,89
	0,00

	 
	Within Groups
	63001736,85
	318,00
	198118,67
	 
	 

	 
	Total
	64960557,27
	319,00
	 
	 
	 

	Patents
	Between Groups
	58,40
	1,00
	58,40
	0,01
	0,91

	 
	Within Groups
	1671697,06
	343,00
	4873,75
	 
	 

	 
	Total
	1671755,47
	344,00
	 
	 
	 


Table E1f




Pharmaceutics

	 
	 
	 
	 
	Descriptives
	 
	 
	 
	 

	 
	 
	 
	 
	Std
	 
	95% Confidence Interval for Mean

	 
	 
	N
	Mean
	Deviation
	Std. Error
	Lower Bound
	Upper Bound
	Min
	Max

	TF.ReturnOn
	0,00
	376,00
	8,06
	9,43
	0,49
	7,10
	9,01
	-52,12
	94,17

	InvestedCapital
	1,00
	310,00
	6,24
	12,01
	0,68
	4,89
	7,58
	-114,08
	28,29

	 
	Total
	686,00
	7,23
	10,71
	0,41
	6,43
	8,04
	-114,08
	94,17

	TF.ResearchAnd
	0,00
	330,00
	10,42
	10,54
	0,58
	9,28
	11,57
	0,11
	120,69

	DevelopmentToSales
	1,00
	298,00
	13,68
	11,19
	0,65
	12,41
	14,96
	0,18
	119,38

	 
	Total
	628,00
	11,97
	10,97
	0,44
	11,11
	12,83
	0,11
	120,69

	ReturnonSales
	0,00
	398,00
	-0,77
	80,32
	4,03
	-8,68
	7,15
	-1164,00
	31,62

	 
	1,00
	313,00
	6,01
	19,28
	1,09
	3,87
	8,16
	-197,65
	60,41

	 
	Total
	711,00
	2,22
	61,50
	2,31
	-2,31
	6,75
	-1164,00
	60,41

	TF.Sales
	0,00
	400,00
	1302,39
	1565,73
	78,29
	1148,49
	1456,30
	0,50
	7972,20

	 
	1,00
	314,00
	1580,47
	2025,40
	114,30
	1355,58
	1805,37
	12,70
	11053,70

	 
	Total
	714,00
	1424,69
	1786,56
	66,86
	1293,42
	1555,95
	0,50
	11053,70

	Patents
	0,00
	310,00
	33,82
	85,90
	4,88
	24,22
	43,42
	1,00
	689,00

	 
	1,00
	301,00
	97,32
	217,74
	12,55
	72,63
	122,02
	-3,00
	1369,00

	 
	Total
	611,00
	65,10
	167,52
	6,78
	51,79
	78,41
	-3,00
	1369,00


Table E1g
	ANOVA

	 
	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	TF.ReturnOnInvested
	Between Groups
	564,35
	1,00
	564,35
	4,95
	0,03

	Capital
	Within Groups
	77945,11
	684,00
	113,95
	 
	 

	 
	Total
	78509,46
	685,00
	 
	 
	 

	TF.ResearchAnd
	Between Groups
	1662,19
	1,00
	1662,19
	14,10
	0,00

	DevelopmentToSales
	Within Groups
	73790,92
	626,00
	117,88
	 
	 

	 
	Total
	75453,10
	627,00
	 
	 
	 

	ReturnonSales
	Between Groups
	8061,82
	1,00
	8061,82
	2,13
	0,14

	 
	Within Groups
	2677349,62
	709,00
	3776,23
	 
	 

	 
	Total
	2685411,43
	710,00
	 
	 
	 

	TF.Sales
	Between Groups
	13602873,50
	1,00
	13602873,50
	4,28
	0,04

	 
	Within Groups
	2262153360,72
	712,00
	3177181,69
	 
	 

	 
	Total
	2275756234,22
	713,00
	 
	 
	 

	Patents
	Between Groups
	615894,79
	1,00
	615894,79
	22,73
	0,00

	 
	Within Groups
	16503147,51
	609,00
	27098,76
	 
	 

	 
	Total
	17119042,30
	610,00
	 
	 
	 


Table E1h




IT

	Descriptives

	 
	 
	N
	Mean
	Std. Deviation
	Std. Error
	95% Confidence Interval for Mean
	 
	Minimum
	Maximum

	 
	 
	 
	 
	 
	 
	Lower Bound
	Upper Bound
	 
	 

	TF.ReturnOn
	0
	392,00
	6,68
	24,11
	1,22
	4,29
	9,07
	-132,22
	183,63

	InvestedCapital
	1
	347,00
	3,62
	71,55
	3,84
	-3,93
	11,17
	-822,94
	385,68

	 
	Total
	739,00
	5,24
	52,06
	1,92
	1,48
	9,00
	-822,94
	385,68

	TF.ResearchAnd
	0
	10,81
	13,01
	0,70
	9,44
	12,18
	0,00
	123,17

	DevelopmentTo
	1
	322,00
	14,00
	15,33
	0,85
	12,32
	15,68
	0,00
	237,71

	Sales
	Total
	671,00
	12,34
	14,25
	0,55
	11,26
	13,42
	0,00
	237,71

	ReturnonSales
	0
	416,00
	0,06
	28,70
	1,41
	-2,71
	2,82
	-296,01
	72,80

	 
	1
	348,00
	4,93
	21,76
	1,17
	2,63
	7,22
	-136,76
	62,16

	 
	Total
	764,00
	2,27
	25,87
	0,94
	0,44
	4,11
	-296,01
	72,80

	TF.Sales
	0
	421,00
	2185,86
	5636,40
	274,70
	1645,90
	2725,82
	0,10
	51483,14

	 
	1
	354,00
	3573,99
	8085,07
	429,72
	2728,86
	4419,11
	0,07
	64218,26

	 
	Total
	775,00
	2819,92
	6894,23
	247,65
	2333,78
	3306,06
	0,07
	64218,26

	Patents
	0
	306,00
	78,82
	307,85
	17,60
	44,19
	113,45
	1,00
	2625,00

	 
	1
	269,00
	116,62
	610,09
	37,20
	43,38
	189,85
	1,00
	8862,00

	 
	Total
	575,00
	96,50
	473,81
	19,76
	57,69
	135,31
	1,00
	8862,00


Table E1i
	ANOVA

	 
	 
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	TF.ReturnOn
	Between Groups
	1724,74
	1,00
	1724,74
	0,64
	0,43

	InvestedCapital
	Within Groups
	1998438,49
	737,00
	2711,59
	 
	 

	 
	Total
	2000163,23
	738,00
	 
	 
	 

	TF.ResearchAnd
	Between Groups
	1705,55
	1,00
	1705,55
	8,49
	0,00

	Development
	Within Groups
	134338,51
	669,00
	200,80
	 
	 

	 
	Total
	136044,07
	670,00
	 
	 
	 

	ReturnonSales
	Between Groups
	4491,91
	1,00
	4491,91
	6,76
	0,01

	 
	Within Groups
	506029,06
	762,00
	664,08
	 
	 

	 
	Total
	510520,97
	763,00
	 
	 
	 

	TF.Sales
	Between Groups
	370544834,77
	1,00
	370544834,77
	7,87
	0,01

	 
	Within Groups
	36418024644,31
	773,00
	47112580,39
	 
	 

	 
	Total
	36788569479,08
	774,00
	 
	 
	 

	Patents
	Between Groups
	204511,07
	1,00
	204511,07
	0,91
	0,34

	 
	Within Groups
	128657382,68
	573,00
	224532,95
	 
	 

	 
	Total
	128861893,75
	574,00
	 
	 
	 


Table E1j
Appendix E2

Business Industries : OLS Regression





Biotechnology
Return on Invested Capital

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,686a
	,471
	,234
	1,19595

	a. Predictors: (Constant), CompanyAge81andUp, Y2001, Y1994, Y1998, Y1997, CountryUnitedKingdom, Y1996, Y1995, Y1999, Y1993, Y1991, Y1992, Y2000, CompanyAge0to15, Y1990, Y2002, Y1989, Y1988, Y2007, Y2003, Y2006, CompanyAge61to80, AllianceYesNo, Y2005, CountryJapan, Employees

	b. Dependent Variable: logReturnOnInvestedCapital


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	1,723
	,454
	
	3,795
	,000

	
	AllianceYesNo
	-,262
	,496
	-,087
	-,528
	,599

	
	Y1988
	2,390
	1,321
	,190
	1,809
	,076

	
	Y1989
	2,312
	1,321
	,183
	1,750
	,085

	
	Y1990
	2,076
	1,321
	,165
	1,571
	,122

	
	Y1991
	2,098
	,998
	,234
	2,102
	,040

	
	Y1993
	1,003
	,998
	,112
	1,005
	,319

	
	Y1992
	1,514
	,998
	,169
	1,517
	,135

	
	Y1994
	1,215
	1,353
	,096
	,898
	,373

	
	Y1995
	-,157
	,998
	-,018
	-,158
	,875

	
	Y1996
	,610
	,998
	,068
	,611
	,544

	
	Y1997
	,777
	,749
	,121
	1,038
	,304

	
	Y1998
	1,074
	,684
	,186
	1,570
	,122

	
	Y1999
	,671
	,740
	,105
	,906
	,369

	
	Y2000
	,320
	,682
	,055
	,470
	,640

	
	Y2001
	-,617
	,641
	-,116
	-,963
	,339

	
	Y2002
	,472
	,620
	,096
	,762
	,449

	
	Y2003
	,271
	,617
	,055
	,439
	,662

	
	Y2005
	,347
	,564
	,079
	,616
	,541

	
	Y2006
	,274
	,616
	,055
	,445
	,658

	
	Y2007
	,668
	,589
	,144
	1,135
	,261

	
	Employees
	-,207
	,352
	-,145
	-,589
	,558

	
	CountryJapan
	-2,274
	,677
	-,794
	-3,358
	,001

	
	CountryUnitedKingdom
	1,605
	,870
	,218
	1,845
	,070

	
	CompanyAge0to15
	-,529
	,822
	-,126
	-,644
	,522

	
	CompanyAge61to80
	,937
	,823
	,302
	1,139
	,260

	
	CompanyAge81andUp
	,731
	1,135
	,205
	,644
	,522

	a. Dependent Variable: logReturnOnInvestedCapital
	
	
	


Research and Development To Sales

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,737a
	,543
	,476
	1,53426

	a. Predictors: (Constant), CompanyAge81andUp, Y1998, Y1997, Y1996, Y1995, Y1994, Y1993, Y1999, CountryUnitedKingdom, Y1991, Y1990, Y1989, CompanyAge41to60, Y2006, CompanyAge61to80, Y2000, Y1992, Y1988, Y2007, Y2002, CompanyAge0to15, Y2005, CountryAustralia, Y2003, AllianceYesNo, Y2004, Employees

	b. Dependent Variable: logResearchAndDevelopmentToSales


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	3,533
	,385
	
	9,175
	,000

	
	AllianceYesNo
	1,663
	,259
	,390
	6,425
	,000

	
	Y1988
	-,042
	1,617
	-,001
	-,026
	,980

	
	Y1989
	-1,996
	1,156
	-,091
	-1,727
	,086

	
	Y1990
	-3,153
	1,157
	-,144
	-2,726
	,007

	
	Y1991
	-1,744
	1,157
	-,080
	-1,508
	,133

	
	Y1993
	-,918
	,965
	-,051
	-,951
	,343

	
	Y1992
	-1,182
	1,617
	-,038
	-,731
	,466

	
	Y1994
	-,207
	,776
	-,015
	-,267
	,790

	
	Y1995
	-,324
	,681
	-,027
	-,476
	,635

	
	Y1996
	-,554
	,681
	-,047
	-,813
	,417

	
	Y1997
	-,643
	,681
	-,054
	-,945
	,346

	
	Y1998
	-,876
	,593
	-,088
	-1,476
	,142

	
	Y1999
	-1,381
	,546
	-,157
	-2,527
	,012

	
	Y2000
	-,202
	,512
	-,025
	-,394
	,694

	
	Y2002
	,031
	,487
	,004
	,064
	,949

	
	Y2003
	-,023
	,481
	-,003
	-,048
	,961

	
	Y2004
	-,104
	,480
	-,014
	-,216
	,829

	
	Y2005
	-1,994E-5
	,486
	,000
	,000
	1,000

	
	Y2006
	-,274
	,494
	-,036
	-,555
	,580

	
	Y2007
	-,190
	,487
	-,026
	-,390
	,697

	
	Employees
	-1,554
	,168
	-,645
	-9,222
	,000

	
	CountryAustralia
	-,499
	,528
	-,055
	-,946
	,346

	
	CountryUnitedKingdom
	,599
	,377
	,083
	1,588
	,114

	
	CompanyAge0to15
	,701
	,363
	,114
	1,930
	,055

	
	CompanyAge41to60
	-,010
	,587
	,000
	-,016
	,987

	
	CompanyAge61to80
	1,323
	,420
	,179
	3,150
	,002

	
	CompanyAge81andUp
	1,387
	,547
	,192
	2,537
	,012

	a. Dependent Variable: logResearchAndDevelopmentToSales
	
	


Return on Sales

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,775a
	,600
	,374
	1,38744

	a. Predictors: (Constant), CompanyAge81andUp, Y2002, Y1995, Y1994, Y1993, Y2001, Y1998, Y2000, Y1997, Y1996, Y1992, Y1991, Y1999, Y2006, CountryUnitedKingdom, Y1990, CompanyAge0to15, Y1989, Y1988, Y2007, Y2005, CompanyAge61to80, AllianceYesNo, Y2003, Employees, CountryJapan

	b. Dependent Variable: logReturnOnSales
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	,977
	,548
	
	1,783
	,081

	
	AllianceYesNo
	,722
	,635
	,179
	1,137
	,262

	
	Y1988
	2,901
	1,550
	,194
	1,872
	,068

	
	Y1989
	2,915
	1,550
	,195
	1,881
	,066

	
	Y1990
	2,864
	1,550
	,191
	1,848
	,071

	
	Y1991
	2,880
	1,235
	,270
	2,332
	,024

	
	Y1993
	2,976
	1,749
	,199
	1,702
	,096

	
	Y1992
	1,951
	1,235
	,183
	1,580
	,121

	
	Y1994
	2,193
	1,749
	,146
	1,254
	,216

	
	Y1995
	2,404
	1,492
	,160
	1,611
	,114

	
	Y1996
	2,578
	1,127
	,242
	2,288
	,027

	
	Y1997
	2,006
	1,127
	,188
	1,780
	,082

	
	Y1998
	1,219
	,808
	,177
	1,508
	,138

	
	Y1999
	,040
	,873
	,005
	,046
	,963

	
	Y2000
	2,284
	,969
	,260
	2,357
	,023

	
	Y2001
	1,260
	,865
	,165
	1,456
	,152

	
	Y2002
	,945
	,781
	,149
	1,210
	,232

	
	Y2003
	,878
	,710
	,157
	1,236
	,223

	
	Y2005
	,631
	,694
	,113
	,910
	,367

	
	Y2006
	,446
	,817
	,065
	,546
	,588

	
	Y2007
	,857
	,712
	,154
	1,203
	,235

	
	Employees
	,040
	,434
	,023
	,092
	,927

	
	CountryJapan
	-2,923
	1,051
	-,736
	-2,781
	,008

	
	CountryUnitedKingdom
	3,307
	1,220
	,310
	2,710
	,009

	
	CompanyAge0to15
	-1,134
	1,085
	-,179
	-1,045
	,302

	
	CompanyAge61to80
	-,625
	1,006
	-,148
	-,622
	,537

	
	CompanyAge81andUp
	,619
	1,615
	,136
	,383
	,703

	a. Dependent Variable: logReturnOnSales
	
	
	
	


Sales

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,876a
	,768
	,745
	1,14994

	a. Predictors: (Constant), CountryUnitedKingdom, Y1998, Y1990, Y1989, Y1988, Y1992, Y1991, Y1993, Y1995, Y1996, Y1994, CountryAustralia, Y1997, Y2006, AllianceYesNo, Y2005, Y2007, Employees, Y1999, Y2004, Y2000, Y2002, Y2003, CountryJapan

	b. Dependent Variable: logSales
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	2,657
	,266
	
	9,976
	,000

	
	AllianceYesNo
	-,250
	,147
	-,055
	-1,698
	,091

	
	Y1988
	-,756
	,857
	-,029
	-,882
	,379

	
	Y1989
	-,918
	,857
	-,035
	-1,070
	,286

	
	Y1990
	-,747
	,856
	-,028
	-,873
	,384

	
	Y1991
	-,309
	,720
	-,014
	-,429
	,668

	
	Y1993
	-,373
	,577
	-,022
	-,647
	,519

	
	Y1992
	-,133
	,720
	-,006
	-,185
	,853

	
	Y1994
	-,783
	,460
	-,062
	-1,701
	,090

	
	Y1995
	-,427
	,443
	-,036
	-,964
	,336

	
	Y1996
	-,631
	,416
	-,058
	-1,516
	,131

	
	Y1997
	,035
	,406
	,003
	,087
	,931

	
	Y1998
	,190
	,379
	,020
	,500
	,618

	
	Y1999
	-,157
	,357
	-,018
	-,440
	,660

	
	Y2000
	-,274
	,352
	-,033
	-,779
	,437

	
	Y2002
	,035
	,347
	,004
	,099
	,921

	
	Y2003
	,111
	,347
	,013
	,319
	,750

	
	Y2004
	,146
	,352
	,017
	,416
	,677

	
	Y2005
	,397
	,361
	,045
	1,100
	,272

	
	Y2006
	,462
	,356
	,054
	1,300
	,195

	
	Y2007
	,310
	,351
	,037
	,883
	,378

	
	Employees
	1,954
	,112
	,764
	17,440
	,000

	
	CountryJapan
	,497
	,293
	,076
	1,698
	,091

	
	CountryAustralia
	-1,583
	,384
	-,133
	-4,122
	,000

	
	CountryUnitedKingdom
	-,664
	,295
	-,072
	-2,250
	,025

	a. Dependent Variable: logSales
	
	
	
	


Patents

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,689a
	,475
	,410
	1,20682

	a. Predictors: (Constant), CountryUnitedKingdom, Y1998, Y1992, Y1991, Y1990, Y1989, Y1988, Y1993, Y1994, Y1997, Y1996, Y1995, CountryAustralia, Y2006, Y1999, Y2000, Y2007, AllianceYesNo, Y2002, Y2004, Employees, Y2005, Y2001, CountryJapan

	b. Dependent Variable: logPatents
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	1,639
	,273
	
	6,003
	,000

	
	AllianceYesNo
	,895
	,183
	,284
	4,877
	,000

	
	Y1988
	-1,052
	1,268
	-,045
	-,830
	,408

	
	Y1989
	-1,011
	1,268
	-,044
	-,797
	,426

	
	Y1990
	1,584
	1,268
	,068
	1,249
	,213

	
	Y1991
	1,636
	1,268
	,071
	1,290
	,199

	
	Y1993
	-,653
	,751
	-,049
	-,870
	,385

	
	Y1992
	1,315
	1,268
	,057
	1,037
	,301

	
	Y1994
	-,566
	,605
	-,054
	-,936
	,351

	
	Y1995
	-,592
	,562
	-,062
	-1,054
	,293

	
	Y1996
	-,440
	,527
	-,049
	-,834
	,405

	
	Y1997
	-,643
	,502
	-,077
	-1,282
	,201

	
	Y1998
	-,636
	,422
	-,096
	-1,505
	,134

	
	Y1999
	-,959
	,404
	-,155
	-2,375
	,019

	
	Y2000
	-1,032
	,399
	-,172
	-2,589
	,010

	
	Y2001
	-,454
	,365
	-,085
	-1,243
	,215

	
	Y2002
	-,293
	,370
	-,054
	-,792
	,429

	
	Y2004
	,254
	,370
	,047
	,685
	,494

	
	Y2005
	,430
	,370
	,079
	1,162
	,247

	
	Y2006
	,446
	,387
	,076
	1,152
	,251

	
	Y2007
	,029
	,376
	,005
	,077
	,938

	
	Employees
	1,022
	,121
	,574
	8,430
	,000

	
	CountryJapan
	,547
	,384
	,105
	1,423
	,156

	
	CountryAustralia
	-,711
	,447
	-,085
	-1,592
	,113

	
	CountryUnitedKingdom
	-,090
	,311
	-,015
	-,289
	,773

	a. Dependent Variable: logPatents
	
	
	
	







Pharmaceutics
Return on Invested Capital
	

	Model Summaryb
Model

R

R Square

Adjusted R Square

Std. Error of the Estimate

1

,587a
,344

,309

,77076

a. Predictors: (Constant), CompanyAge81andUp, Y1999, Y1989, CountryGermany, Y1988, CountryIndia, Y1991, Y1990, CountryKorea, Y1998, CompanyAge41to60, Y1995, Y1992, Y1996, CompanyAge0to15, Y1997, Y1994, Y1993, Y2000, Y2003, AllianceYesNo, Y2004, Y2002, Employees, Y2007, CountryUSA, Y2001, CompanyAge16to40, Y2005

b. Dependent Variable: logReturnOnInvestedCapital




	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	,389
	,190
	
	2,049
	,041

	
	AllianceYesNo
	,184
	,072
	,099
	2,545
	,011

	
	Y1988
	,575
	,224
	,111
	2,568
	,010

	
	Y1989
	,427
	,236
	,076
	1,807
	,071

	
	Y1990
	,329
	,211
	,068
	1,562
	,119

	
	Y1991
	,089
	,207
	,019
	,429
	,668

	
	Y1993
	,167
	,196
	,038
	,850
	,396

	
	Y1992
	,258
	,200
	,058
	1,289
	,198

	
	Y1994
	,103
	,197
	,023
	,519
	,604

	
	Y1995
	,137
	,199
	,031
	,690
	,491

	
	Y1996
	,018
	,197
	,004
	,089
	,929

	
	Y1997
	-,025
	,197
	-,006
	-,129
	,897

	
	Y1998
	-,349
	,201
	-,077
	-1,734
	,083

	
	Y1999
	-,305
	,191
	-,074
	-1,601
	,110

	
	Y2000
	-,014
	,193
	-,003
	-,070
	,944

	
	Y2001
	-,055
	,183
	-,014
	-,301
	,764

	
	Y2002
	,134
	,182
	,035
	,738
	,461

	
	Y2003
	,257
	,184
	,065
	1,396
	,163

	
	Y2004
	,324
	,181
	,083
	1,784
	,075

	
	Y2005
	-,059
	,177
	-,016
	-,331
	,741

	
	Y2007
	,004
	,178
	,001
	,024
	,981

	
	Employees
	,343
	,048
	,305
	7,122
	,000

	
	CountryUSA
	1,060
	,096
	,437
	11,054
	,000

	
	CountryGermany
	,950
	,144
	,236
	6,598
	,000

	
	CountryIndia
	1,834
	,457
	,143
	4,011
	,000

	
	CountryKorea
	,619
	,151
	,147
	4,089
	,000

	
	CompanyAge0to15
	,331
	,255
	,049
	1,297
	,195

	
	CompanyAge16to40
	1,074
	,163
	,289
	6,574
	,000

	
	CompanyAge41to60
	,087
	,348
	,010
	,250
	,803

	
	CompanyAge81andUp
	,140
	,071
	,076
	1,966
	,050

	a. Dependent Variable: logReturnOnInvestedCapital
	
	
	


Research and Development To Sales
	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,739a
	,546
	,520
	,52074

	a. Predictors: (Constant), CompanyAge81andUp, Y1998, CountryGermany, Y1989, Y1992, CountryIndia, CountryKorea, Y1999, Y1990, Y1988, Y1995, Y1994, Y1993, CompanyAge16to40, Y1997, CompanyAge41to60, Y1996, Y1991, Y2000, CompanyAge0to15, Y2001, Y2002, Y2003, AllianceYesNo, Y2004, Y2006, Employees, CountryUSA, Y2007

	b. Dependent Variable: logResearchAndDevelopmentToSales


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	2,576
	,126
	
	20,465
	,000

	
	AllianceYesNo
	,132
	,050
	,088
	2,629
	,009

	
	Y1988
	-,345
	,156
	-,082
	-2,209
	,028

	
	Y1989
	-,312
	,174
	-,063
	-1,796
	,073

	
	Y1990
	-,289
	,149
	-,072
	-1,948
	,052

	
	Y1991
	-,188
	,142
	-,050
	-1,323
	,186

	
	Y1993
	-,190
	,138
	-,053
	-1,381
	,168

	
	Y1992
	-,184
	,140
	-,050
	-1,315
	,189

	
	Y1994
	-,199
	,135
	-,057
	-1,476
	,140

	
	Y1995
	-,192
	,135
	-,055
	-1,425
	,155

	
	Y1996
	-,100
	,135
	-,029
	-,744
	,457

	
	Y1997
	-,118
	,135
	-,034
	-,874
	,383

	
	Y1998
	-,162
	,133
	-,048
	-1,216
	,225

	
	Y1999
	-,142
	,132
	-,042
	-1,079
	,281

	
	Y2000
	-,131
	,130
	-,040
	-1,004
	,316

	
	Y2001
	-,083
	,130
	-,025
	-,639
	,523

	
	Y2002
	-,054
	,129
	-,017
	-,417
	,677

	
	Y2003
	-,069
	,128
	-,021
	-,536
	,592

	
	Y2004
	-,017
	,127
	-,005
	-,134
	,893

	
	Y2006
	,007
	,125
	,002
	,058
	,954

	
	Y2007
	,036
	,125
	,012
	,285
	,776

	
	Employees
	-,092
	,032
	-,108
	-2,839
	,005

	
	CountryUSA
	-,354
	,072
	-,187
	-4,933
	,000

	
	CountryGermany
	,036
	,099
	,011
	,365
	,716

	
	CountryIndia
	-3,826
	,309
	-,375
	-12,368
	,000

	
	CountryKorea
	-2,252
	,146
	-,473
	-15,387
	,000

	
	CompanyAge0to15
	,331
	,149
	,076
	2,215
	,027

	
	CompanyAge16to40
	1,442
	,185
	,281
	7,780
	,000

	
	CompanyAge41to60
	1,398
	,170
	,293
	8,233
	,000

	
	CompanyAge81andUp
	-,037
	,049
	-,025
	-,758
	,449

	a. Dependent Variable: logResearchAndDevelopmentToSales
	
	


Return on Sales

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,498a
	,248
	,208
	,93429

	a. Predictors: (Constant), CompanyAge81andUp, Y2000, AllianceYesNo, Y1998, Y1993, CountryGermany, Y1992, CountryKorea, CountryIndia, Y1994, Y1991, Y1995, Y1990, CompanyAge41to60, CompanyAge0to15, Y1999, Y1996, Y1997, Y1989, Y2003, Y1988, Y2002, Y2007, Employees, Y2001, CountryUSA, Y2004, CompanyAge16to40, Y2005

	b. Dependent Variable: logReturnOnSales
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	,729
	,228
	
	3,201
	,001

	
	AllianceYesNo
	,466
	,088
	,222
	5,317
	,000

	
	Y1988
	,054
	,271
	,009
	,200
	,842

	
	Y1989
	,133
	,280
	,022
	,475
	,635

	
	Y1990
	,015
	,259
	,003
	,057
	,955

	
	Y1991
	,031
	,251
	,006
	,124
	,902

	
	Y1993
	-,135
	,241
	-,027
	-,561
	,575

	
	Y1992
	-,011
	,245
	-,002
	-,044
	,965

	
	Y1994
	-,169
	,242
	-,034
	-,701
	,484

	
	Y1995
	,043
	,244
	,008
	,175
	,861

	
	Y1996
	-,217
	,236
	-,045
	-,920
	,358

	
	Y1997
	-,250
	,238
	-,051
	-1,049
	,295

	
	Y1998
	-,645
	,241
	-,128
	-2,679
	,008

	
	Y1999
	-,297
	,236
	-,061
	-1,259
	,209

	
	Y2000
	-,024
	,225
	-,005
	-,107
	,915

	
	Y2001
	-,188
	,222
	-,042
	-,846
	,398

	
	Y2002
	,122
	,220
	,028
	,554
	,580

	
	Y2003
	,157
	,223
	,035
	,707
	,480

	
	Y2004
	,116
	,217
	,027
	,534
	,593

	
	Y2005
	,096
	,215
	,023
	,447
	,655

	
	Y2007
	,191
	,216
	,044
	,885
	,377

	
	Employees
	,207
	,057
	,168
	3,641
	,000

	
	CountryUSA
	1,081
	,116
	,393
	9,303
	,000

	
	CountryGermany
	-,034
	,172
	-,007
	-,195
	,845

	
	CountryIndia
	,408
	,554
	,028
	,736
	,462

	
	CountryKorea
	-,088
	,189
	-,018
	-,468
	,640

	
	CompanyAge0to15
	-,162
	,309
	-,021
	-,524
	,600

	
	CompanyAge16to40
	,516
	,193
	,128
	2,674
	,008

	
	CompanyAge41to60
	,461
	,421
	,045
	1,095
	,274

	
	CompanyAge81andUp
	,165
	,087
	,078
	1,888
	,060

	a. Dependent Variable: logReturnOnSales
	
	
	
	


Sales

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,844a
	,712
	,700
	,80144

	a. Predictors: (Constant), CountryKorea, Y2007, AllianceYesNo, Y1993, CountryGermany, CountryIndia, Y1994, Y1992, Y1995, Y1990, Y1996, Y1991, Y1997, Y1998, CountryUSA, Y1989, Y1999, Y1988, Y2003, Employees, Y2000, Y2001, Y2004, Y2002, Y2006

	b. Dependent Variable: logSales
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	4,230
	,150
	
	28,168
	,000

	
	AllianceYesNo
	,222
	,067
	,076
	3,337
	,001

	
	Y1988
	-,050
	,221
	-,006
	-,225
	,822

	
	Y1989
	-,146
	,234
	-,016
	-,624
	,533

	
	Y1990
	-,197
	,210
	-,025
	-,938
	,349

	
	Y1991
	-,163
	,199
	-,022
	-,816
	,415

	
	Y1993
	-,079
	,197
	-,011
	-,400
	,689

	
	Y1992
	-,049
	,197
	-,007
	-,247
	,805

	
	Y1994
	,198
	,195
	,028
	1,017
	,310

	
	Y1995
	,326
	,193
	,047
	1,688
	,092

	
	Y1996
	,014
	,189
	,002
	,071
	,943

	
	Y1997
	-,060
	,189
	-,009
	-,314
	,754

	
	Y1998
	-,031
	,188
	-,005
	-,165
	,869

	
	Y1999
	,002
	,188
	,000
	,011
	,992

	
	Y2000
	-,309
	,180
	-,050
	-1,719
	,086

	
	Y2001
	-,292
	,180
	-,047
	-1,626
	,104

	
	Y2002
	-,138
	,178
	-,023
	-,774
	,439

	
	Y2003
	,067
	,180
	,011
	,371
	,711

	
	Y2004
	,080
	,178
	,013
	,451
	,652

	
	Y2006
	-,183
	,177
	-,030
	-1,034
	,302

	
	Y2007
	-,106
	,177
	-,018
	-,600
	,549

	
	Employees
	1,191
	,035
	,768
	33,677
	,000

	
	CountryUSA
	-,516
	,084
	-,139
	-6,176
	,000

	
	CountryGermany
	-,294
	,140
	-,046
	-2,097
	,036

	
	CountryIndia
	-1,955
	,407
	-,104
	-4,808
	,000

	
	CountryKorea
	-1,070
	,149
	-,156
	-7,164
	,000

	a. Dependent Variable: logSales
	
	
	
	


Patents

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,502a
	,252
	,210
	1,42247

	a. Predictors: (Constant), CountryKorea, Y2005, CountryIndia, Employees, Y1991, Y1988, Y1992, Y1990, Y1993, Y1989, Y1994, Y1995, Y1997, Y1996, Y1998, CountryGermany, Y1999, Y2000, CountryUSA, Y2003, Y2001, AllianceYesNo, Y2007, Y2002, Y2006

	b. Dependent Variable: logPatents
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	1,514
	,278
	
	5,436
	,000

	
	AllianceYesNo
	,647
	,142
	,201
	4,553
	,000

	
	Y1988
	,276
	,533
	,024
	,518
	,605

	
	Y1989
	-,047
	,512
	-,004
	-,092
	,927

	
	Y1990
	,351
	,471
	,034
	,744
	,457

	
	Y1991
	,350
	,457
	,036
	,766
	,444

	
	Y1993
	-,230
	,425
	-,026
	-,541
	,589

	
	Y1992
	,337
	,432
	,037
	,779
	,436

	
	Y1994
	,441
	,436
	,048
	1,013
	,312

	
	Y1995
	-,049
	,400
	-,006
	-,121
	,903

	
	Y1996
	-,238
	,386
	-,031
	-,616
	,538

	
	Y1997
	,143
	,400
	,018
	,357
	,722

	
	Y1998
	-,582
	,365
	-,081
	-1,596
	,111

	
	Y1999
	-,261
	,357
	-,038
	-,731
	,465

	
	Y2000
	-,140
	,350
	-,021
	-,399
	,690

	
	Y2001
	-,432
	,340
	-,068
	-1,270
	,205

	
	Y2002
	,077
	,337
	,012
	,227
	,820

	
	Y2003
	,033
	,339
	,005
	,098
	,922

	
	Y2005
	,036
	,329
	,006
	,108
	,914

	
	Y2006
	,027
	,327
	,005
	,084
	,933

	
	Y2007
	,035
	,338
	,006
	,103
	,918

	
	Employees
	,594
	,069
	,372
	8,556
	,000

	
	CountryUSA
	,013
	,168
	,003
	,076
	,939

	
	CountryGermany
	-,184
	,277
	-,028
	-,663
	,508

	
	CountryIndia
	-2,328
	1,446
	-,067
	-1,610
	,108

	
	CountryKorea
	-1,039
	,293
	-,148
	-3,541
	,000

	a. Dependent Variable: logPatents
	
	
	
	


IT

Return on Invested Capital

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,491a
	,242
	,201
	1,10966

	a. Predictors: (Constant), CompanyAge61to80, Y1991, Y1988, Y1989, CountryNorway, Y1990, Y1993, CountryTaiwan, Y1992, Y1994, Y2001, CountryGermany, Y1997, Y2002, Y2003, Y1999, Y1996, AllianceYesNo, Y2000, Y1995, CompanyAge16to40, Y2007, Y2006, Employees, Y2005, CountryJapan, CompanyAge0to15, Y1998

	b. Dependent Variable: logReturnOnInvestedCapital


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	2,195
	,234
	
	9,368
	,000

	
	AllianceYesNo
	,213
	,104
	,086
	2,045
	,041

	
	Y1988
	,611
	,325
	,087
	1,880
	,061

	
	Y1989
	,669
	,319
	,098
	2,095
	,037

	
	Y1990
	,588
	,308
	,090
	1,906
	,057

	
	Y1991
	,238
	,300
	,038
	,795
	,427

	
	Y1993
	,208
	,304
	,033
	,683
	,495

	
	Y1992
	,137
	,298
	,022
	,459
	,646

	
	Y1994
	,071
	,292
	,012
	,242
	,809

	
	Y1995
	,479
	,277
	,087
	1,729
	,084

	
	Y1996
	,251
	,280
	,045
	,898
	,369

	
	Y1997
	,279
	,284
	,048
	,982
	,327

	
	Y1998
	,246
	,265
	,048
	,926
	,355

	
	Y1999
	,223
	,275
	,041
	,810
	,418

	
	Y2000
	,380
	,270
	,071
	1,408
	,160

	
	Y2001
	,057
	,280
	,010
	,203
	,839

	
	Y2002
	-,275
	,286
	-,047
	-,961
	,337

	
	Y2003
	,070
	,281
	,012
	,247
	,805

	
	Y2005
	,237
	,262
	,047
	,906
	,365

	
	Y2006
	,179
	,264
	,035
	,676
	,499

	
	Y2007
	,493
	,266
	,094
	1,854
	,064

	
	Employees
	-,029
	,047
	-,029
	-,626
	,531

	
	CountryJapan
	-1,035
	,194
	-,257
	-5,335
	,000

	
	CountryGermany
	,037
	,263
	,006
	,141
	,888

	
	CountryTaiwan
	-,329
	,332
	-,039
	-,992
	,322

	
	CountryNorway
	-,373
	,529
	-,034
	-,705
	,481

	
	CompanyAge0to15
	-1,481
	,318
	-,228
	-4,658
	,000

	
	CompanyAge16to40
	,080
	,139
	,025
	,572
	,567

	
	CompanyAge61to80
	-,521
	,163
	-,160
	-3,195
	,001

	a. Dependent Variable: logReturnOnInvestedCapital
	
	
	


Research and Development To Sales
	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,767a
	,588
	,567
	,79254

	a. Predictors: (Constant), CompanyAge61to80, CountryNorway, CountryJapan, CountryTaiwan, CountryGermany, Y1994, Y1992, Y1988, Y1989, Y1990, Y1995, Y1998, Y1991, Y1993, Y2001, CompanyAge16to40, Y1996, Y1997, Y2002, Y1999, Y2007, AllianceYesNo, Y2005, Y2000, CompanyAge0to15, Y2004, Employees, Y2003

	b. Dependent Variable: logResearchAndDevelopmentToSales


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	2,344
	,158
	
	14,859
	,000

	
	AllianceYesNo
	,445
	,078
	,185
	5,720
	,000

	
	Y1988
	-,500
	,238
	-,071
	-2,102
	,036

	
	Y1989
	-,166
	,241
	-,023
	-,689
	,491

	
	Y1990
	-,193
	,223
	-,030
	-,866
	,387

	
	Y1991
	-,366
	,220
	-,058
	-1,666
	,096

	
	Y1993
	-,561
	,216
	-,091
	-2,598
	,010

	
	Y1992
	-,429
	,226
	-,065
	-1,897
	,058

	
	Y1994
	-,592
	,219
	-,094
	-2,707
	,007

	
	Y1995
	-,300
	,208
	-,052
	-1,444
	,149

	
	Y1996
	-,430
	,201
	-,078
	-2,137
	,033

	
	Y1997
	-,316
	,201
	-,057
	-1,570
	,117

	
	Y1998
	-,116
	,203
	-,021
	-,573
	,567

	
	Y1999
	,080
	,196
	,015
	,407
	,684

	
	Y2000
	,066
	,189
	,013
	,349
	,727

	
	Y2001
	,191
	,187
	,038
	1,017
	,310

	
	Y2002
	,178
	,191
	,035
	,931
	,352

	
	Y2003
	,058
	,185
	,012
	,313
	,755

	
	Y2004
	,070
	,184
	,015
	,382
	,702

	
	Y2005
	,077
	,187
	,015
	,410
	,682

	
	Y2007
	,052
	,187
	,010
	,278
	,781

	
	Employees
	-,124
	,034
	-,122
	-3,631
	,000

	
	CountryJapan
	-4,872
	,334
	-,418
	-14,608
	,000

	
	CountryGermany
	-,916
	,206
	-,127
	-4,442
	,000

	
	CountryTaiwan
	-1,791
	,253
	-,207
	-7,076
	,000

	
	CountryNorway
	-,488
	,375
	-,042
	-1,300
	,194

	
	CompanyAge0to15
	1,013
	,173
	,193
	5,846
	,000

	
	CompanyAge16to40
	,314
	,087
	,112
	3,601
	,000

	
	CompanyAge61to80
	-3,792
	,270
	-,419
	-14,043
	,000

	a. Dependent Variable: logResearchAndDevelopmentToSales
	
	


Return on Sales

	

	Model Summaryb
Model

R

R Square

Adjusted R Square

Std. Error of the Estimate

1

,480a
,230

,186

1,13419

a. Predictors: (Constant), CompanyAge61to80, Y2006, Y1989, CountryNorway, CountryTaiwan, Y1992, Y1988, Y1993, Y1991, Y1990, Y2001, CountryGermany, Y1994, Y2002, Y1997, Y2003, Y1999, AllianceYesNo, Y1996, Y2000, CompanyAge16to40, CountryJapan, Y1995, Y2007, Y1998, Employees, CompanyAge0to15, Y2005

b. Dependent Variable: logReturnOnSales



	
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	1,793
	,239
	
	7,503
	,000

	
	AllianceYesNo
	,249
	,109
	,099
	2,279
	,023

	
	Y1988
	,335
	,341
	,047
	,982
	,327

	
	Y1989
	,156
	,333
	,023
	,468
	,640

	
	Y1990
	,259
	,327
	,039
	,792
	,429

	
	Y1991
	-,229
	,313
	-,037
	-,733
	,464

	
	Y1993
	-,336
	,318
	-,053
	-1,057
	,291

	
	Y1992
	-,246
	,316
	-,039
	-,778
	,437

	
	Y1994
	-,023
	,307
	-,004
	-,074
	,941

	
	Y1995
	,246
	,288
	,045
	,853
	,394

	
	Y1996
	,185
	,290
	,033
	,638
	,523

	
	Y1997
	,310
	,299
	,053
	1,035
	,301

	
	Y1998
	-,192
	,279
	-,037
	-,687
	,492

	
	Y1999
	-,065
	,286
	-,012
	-,227
	,821

	
	Y2000
	,134
	,280
	,025
	,479
	,632

	
	Y2001
	,087
	,305
	,014
	,285
	,776

	
	Y2002
	-,273
	,301
	-,046
	-,908
	,364

	
	Y2003
	-,007
	,296
	-,001
	-,025
	,980

	
	Y2005
	,257
	,274
	,050
	,937
	,349

	
	Y2006
	,015
	,276
	,003
	,055
	,956

	
	Y2007
	,366
	,279
	,069
	1,313
	,190

	
	Employees
	-,031
	,047
	-,032
	-,663
	,508

	
	CountryJapan
	-,452
	,231
	-,087
	-1,961
	,050

	
	CountryGermany
	-,143
	,269
	-,022
	-,532
	,595

	
	CountryTaiwan
	-1,521
	,340
	-,182
	-4,480
	,000

	
	CountryNorway
	-,904
	,554
	-,083
	-1,630
	,104

	
	CompanyAge0to15
	,569
	,350
	,085
	1,627
	,104

	
	CompanyAge16to40
	,379
	,142
	,119
	2,666
	,008

	
	CompanyAge61to80
	-1,135
	,178
	-,297
	-6,385
	,000

	a. Dependent Variable: logReturnOnSales
	
	
	


Sales

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,859a
	,737
	,728
	,95549

	a. Predictors: (Constant), CountryNorway, Y2007, AllianceYesNo, CountryGermany, Y1997, CountryTaiwan, CountryJapan, Y1991, Y1992, Y1993, Y1989, Y1994, Y1990, Y1988, Y1996, Y1995, Y1998, Y2005, Y2002, Employees, Y2000, Y1999, Y2006, Y2003, Y2004

	b. Dependent Variable: logSales
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	3,729
	,161
	
	23,211
	,000

	
	AllianceYesNo
	,422
	,072
	,115
	5,884
	,000

	
	Y1988
	-,267
	,254
	-,024
	-1,052
	,293

	
	Y1989
	-,169
	,253
	-,015
	-,668
	,504

	
	Y1990
	-,351
	,242
	-,034
	-1,452
	,147

	
	Y1991
	-,293
	,233
	-,030
	-1,258
	,209

	
	Y1993
	-,072
	,228
	-,008
	-,317
	,751

	
	Y1992
	-,203
	,230
	-,021
	-,885
	,377

	
	Y1994
	-,113
	,225
	-,012
	-,500
	,617

	
	Y1995
	-,116
	,215
	-,014
	-,540
	,590

	
	Y1996
	-,028
	,213
	-,003
	-,131
	,896

	
	Y1997
	,031
	,212
	,004
	,145
	,885

	
	Y1998
	-,040
	,206
	-,005
	-,194
	,846

	
	Y1999
	-,002
	,203
	,000
	-,007
	,994

	
	Y2000
	,003
	,200
	,000
	,015
	,988

	
	Y2002
	-,199
	,203
	-,026
	-,979
	,328

	
	Y2003
	-,105
	,199
	-,014
	-,527
	,598

	
	Y2004
	,065
	,199
	,009
	,326
	,745

	
	Y2005
	,119
	,202
	,015
	,592
	,554

	
	Y2006
	,192
	,200
	,025
	,960
	,337

	
	Y2007
	,143
	,202
	,019
	,709
	,479

	
	Employees
	1,126
	,030
	,771
	37,845
	,000

	
	CountryJapan
	1,782
	,122
	,285
	14,618
	,000

	
	CountryGermany
	-,297
	,210
	-,028
	-1,417
	,157

	
	CountryTaiwan
	-,413
	,253
	-,032
	-1,631
	,103

	
	CountryNorway
	-1,070
	,270
	-,080
	-3,959
	,000

	a. Dependent Variable: logSales
	
	
	
	


Patents

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,504a
	,255
	,211
	1,65861

	a. Predictors: (Constant), CountryNorway, AllianceYesNo, Y1995, Y1994, CountryJapan, Y1992, Y1993, Y1991, Y1996, Y1988, Y1989, CountryTaiwan, Y1990, Y1997, Y1999, CountryGermany, Y1998, Y2000, Y2003, Y2001, Y2006, Employees, Y2002, Y2007, Y2004

	b. Dependent Variable: logPatents
	


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	1,389
	,315
	
	4,406
	,000

	
	AllianceYesNo
	,242
	,163
	,065
	1,485
	,138

	
	Y1988
	,080
	,730
	,005
	,110
	,912

	
	Y1989
	-,345
	,615
	-,026
	-,561
	,575

	
	Y1990
	-1,032
	,548
	-,089
	-1,881
	,061

	
	Y1991
	-,218
	,589
	-,017
	-,371
	,711

	
	Y1993
	-,397
	,515
	-,037
	-,771
	,441

	
	Y1992
	,036
	,566
	,003
	,063
	,950

	
	Y1994
	,205
	,530
	,018
	,386
	,699

	
	Y1995
	-,335
	,472
	-,035
	-,709
	,479

	
	Y1996
	-,226
	,455
	-,025
	-,496
	,620

	
	Y1997
	,349
	,456
	,038
	,765
	,445

	
	Y1998
	,325
	,424
	,040
	,767
	,444

	
	Y1999
	,343
	,418
	,043
	,821
	,412

	
	Y2000
	,188
	,417
	,023
	,451
	,652

	
	Y2001
	-,127
	,389
	-,018
	-,327
	,744

	
	Y2002
	,149
	,386
	,021
	,385
	,700

	
	Y2003
	,202
	,389
	,028
	,519
	,604

	
	Y2004
	,232
	,379
	,034
	,610
	,542

	
	Y2006
	,280
	,385
	,039
	,727
	,468

	
	Y2007
	,329
	,386
	,046
	,851
	,395

	
	Employees
	,589
	,069
	,382
	8,478
	,000

	
	CountryJapan
	-1,007
	,294
	-,144
	-3,419
	,001

	
	CountryGermany
	-,976
	,495
	-,084
	-1,973
	,049

	
	CountryTaiwan
	,873
	,458
	,081
	1,906
	,057

	
	CountryNorway
	-,890
	,860
	-,045
	-1,036
	,301

	a. Dependent Variable: logPatents
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� A chemical compound can be defined as a � HYPERLINK "http://en.wikipedia.org/wiki/Chemical_substance" \o "Chemical substance" �substance� that consists of two or more different � HYPERLINK "http://en.wikipedia.org/wiki/Chemical_element" \o "Chemical element" �elements� � HYPERLINK "http://en.wikipedia.org/wiki/Chemical_bond" \o "Chemical bond" �bonded� together in a fixed � HYPERLINK "http://en.wikipedia.org/wiki/Mass" \o "Mass" �mass� ratio which can be split up into simpler substances. Examples of chemical compounds are water, formed by hydrogen and oxygen, and sodium chloride that is made of sodium and chlorine(http://www.britannica.com/EBchecked/topic/108614/chemical-compound)


� See The Economist, iss. July 26th, 2008


� See The Economist, iss. August, 30th, 3008


� users.ox.ac.uk/~jesu0073/TCE.pdf -





� A drug produced without patent protection on its active ingredients. So when the patent protection for a brand-name drug expires, generic versions of the drug can be offered for sale. Since this patent is missing and since the drug can be sold without a brand name, these drugs are usually cheaper. 


� This holds for American firms in particular, with an average age of up to 25 years.


� research and development intensity calculated as the percentage of revenues allocated to research and development


� Measured as private returns or value of innovation investments by using data on the firm’s valuation in public financial markets	
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