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Abstract
The goal of this paper is to investigate the market efficiency and market integration, and its implication for investors. The research is directed towards certain former Soviet countries, namely: Russia, Poland and the Czech Republic. These countries are compared with one another and with the western market of the Netherlands. First is researched whether the stock markets can be identified as efficient. Hereafter, the market integration between these different countries is researched. The results of this research can have an impact on international investors. The presence or absence of efficiency on a stock market can influence their decisions, just as the level of integration between the different markets does. Trying to optimize their portfolios, the results of this research should be of importance to them.
For this research different tests are used. The variance ratio test from Lo and MacKinlay (1988) and the refinement of this test by Chow and Denning (1991) is used obtain information about market efficiency by testing the random walk hypothesis. Furthermore, a model comparison test (Darrat and Zhong, 2000) is used to judge whether forecasts of the random walk model (as required by market efficiency) can be outpredicted by other forecasting models. The other models used to forecast the returns of the stock markets are an ARIMA and a GARCH model. To evaluate the forecasting ability of these models different test statistics are used, including RMSE, MAE, Theil’s U, an encompassing test and the Diebold Mariano test. To test the integration of the different stock markets, the test as developed by Johansen (1988) is applied.
The results of the different random walk tests place doubts on the efficiency of the different stock markets. The most evidence against the efficiency on the stock markets is found for the former Soviet countries. But also for the Netherlands, there is evidence that the stock market does not behave efficiently. Furthermore, the ARIMA and GARCH models are found to provide better predictions of the returns of the stock market than the NAÏVE model, for the former Soviet countries. This is not the case for the Netherlands. Certain eastern European countries seem to be integrated. Investors? 
1. Introduction
Following the fall of communism and the perestroika of Gorbachov in the end of the 1980s and the beginning of the nineties, Russia, and the previous communistic countries, transformed from a government regulated economy to a free market economy. The former Soviet countries followed a special and quick path to a free market economy and have only relatively recently, though rapidly, began developing their new stock markets. Already before the arrival of communism in Poland and the Czech Republic, these countries knew stock markets. In Poland the Warsaw Stock Exchange was opened in 1817 and the Prague stock exchange was established in 1871.

After the fall of communism, trading sessions in Russia began in January 1992 on the Moscow Interbank Currency Exchange (MICEX).These first transactions were only currency transactions. Later, in 1997, trading of securities was started. The other big Russian stock exchange, the RTS, began trading on the 1st of September 1995. The Warsaw Stock Exchange (Poland) began operating earlier than the Russian MICEX. It was on the 16th of April 1991 that trading began on the WSE. On the Prague Stock Exchange (Czech Republic) trading began on the 6th of April 1993.
In the Czech Republic, the main feature of the newly reestablished stock market was the trading of ownership claims for the mass-privatized companies. The privatization process through vouchers knew two waves in the Czech Republic. The first wave was in 1992 and was completed in the middle of 1993. The second wave started in 1993 and was completed in 1994. The privatized companies were listed mandatory. Therefore, the markets had at first a lot of listed stocks, and a lot of owners. This was due the fact that the Czech Republic chose to privatize its public companies rapidly. After the market became more established, the ownership of stocks became more concentrated. Furthermore, since there was the case of forced privatization, quite some stocks listed on the Prague stock exchange had small market capitalizations and low turnovers. In 1996, stocks that were not actively traded were delisted. (Claessens, Djankov, Klingenbiel, 2000)

In Poland, the market started in a more traditional way, by the use of IPOs. The privatization process in Poland can not be stated as a shock transformation, because the process lasted over a longer period than in the Czech Republic. As a consequence the Polish market was already more liquid from the beginning than the Czech market. Investors in Poland decided in this way beforehand if they were interested in stocks, in the Czech Republic, this process only started after the stock market was already established, with a lot of stocks that were not wanted and thus not traded by a large group of investors.

The start up of the Russian stock market can be seen as a combination of the two different situations in Poland and in the Czech Republic. Privatization in Russia knew two steps. First there were the voucher actions. This meant that these voucher gave ownership rights to the holders of these vouchers. However, these vouchers were in the beginning not traded on stock markets. Later, the privatization auctions did lead to listings of the companies that were sold by the government, and not at a profitable price for the seller (Black, Kraakman, Tarassova).
These three different mechanisms do not say anything which one is a better choice for effectively changing a centrally planned state economy. However, as the results show (Black, Kraakman and Tarassova, 2000 and Claessens, Djankov and Klingenbiel, 2000), the Polish market had the least problems during the first years of its establishment, and showed the most solid growth rates.
Comparing to the Dutch stock market, which started operating in 1987 and other Western European stock markets, these market began operating later and under different conditions. The political circumstance under which the Russian market was operating was for example quite different from the stable Dutch environment. While the Russian stock market was going down, exhibiting fear of the possible return of the communist party in the Duma (the Russian government), in the Netherlands, stock returns were more stable. On the other side, when it became clear that President Yeltsin was going to be reelected, stock markets in Russia went through the roof, whereas in The Netherlands, the stock market went through a steady rise. So one can argue, that volatility on the Russian stock market was influenced by the political instability that was present in Russia at that time. Whereas in the Netherlands, this political instability was unknown to the stock markets. As signaled by Harvey (1995), these differences lead to a low correlation between emerging stock markets and developed markets, and thus present an interesting opportunity for investors to diversify their portfolios. Another example of political influence on the Russian stock market was the Yukos affaire, in which the Russian government imprisoned top managers and the company itself went bankrupt. This also led to mayor instability on the stock markets, by fear of investors that their shares were not safe from the governments’ actions. These facts about the Russian stock market are in line with the findings of Harvey (1995) that “emerging market returns are more likely than developed countries to be influenced by local information.” The differences in risk exposures of the stocks in emerging countries and on developed markets lead to the expectation that returns on emerging market stocks should be higher due to a higher risk exposure. The idiosyncratic risk in the emerging countries for example, will likely be higher then in developed countries. As Harvey (1995) states: “…taxes, the availability and accuracy of accounting information, …political risk, all contribute to the degree of integration.” It also leads, to a higher level of risk exposure, and to a different expected return for investors.
The start of a new political system with its instability and its consequences for the stock market is one of the factors influencing an emerging stock market. Not only the returns are influenced, but also the general environment in which the stock market operates, and in which investors try to operate as effectively as possible. Obviously, these different circumstances lead to a different and less stable environment than in a more established stock market. Examples of instability on the stock markets are more present for the Russian case then for the Polish or Czech Republic’s case. However, since these countries had the same political system for many years, as well as similarities during transition times, the Polish and Czech markets are likely to have some resemblance with the Russian market, and also can be seen as emerging markets sprouting in the same area and period.
The rapid change in Russia and in other post soviet countries towards a free market economy, and with it a new stock market, remains a heavily interesting real life study to see what the effects of these changes can be on the price process that markets follow, and on the efficiency.

To test whether a stock market can be called efficient, a common hypothesis to be researched is the random walk hypothesis. This hypothesis states that when a stock market is efficient, the price process that the market follows should be random and unpredictable. Therefore, the random walk hypothesis is linked to the efficiency of stock markets. When the stock market does not follow a random walk, possibilities may arise for investors in which they are able to predict to a certain extent the stock market price development. For example, Keim and Stambaugh (1986) find certain predetermined variables that are able to predict common stock returns, long term bonds and default free bonds. In this research, the research on market efficiency is focused on the random walk hypothesis to find if stock prices are determined by information in the past. Next to the level of efficiency, the integration between different stock markets also plays an important role in determining in which markets investors should invest. In the earlier years of the new stock markets, the integration between them and the more established Dutch stock market could be lower than in later years. With the eye on diversification benefits, it could have been more advantageous for international investors to invest in the post Soviet stock markets in their early days, than it is now, assuming that those markets became more integrated with the developed stock markets across the world, and amongst themselves. On the other hand, when a stock market is not well integrated with other countries, the level of financial development by for example foreign investments will be lower than with a stock market that is well integrated, and where capital flows are allocated easier to the local stock market.
The research that is already done on the price paths that stock markets follow is usually focused on development of tests that can judge the level of randomness, rather than on testing different stock markets across the globe. And the random walk hypothesis tested on former Soviet stock markets is by far not so widely documented as tests on several US stock markets. Since these markets are rarely studied, all new results that come from the tests, will be useful in adding to the knowledge about the generating price process on these stock markets. The tests used in this paper are used to find out whether the studied stock markets follow a random walk and can be considered efficient. The presence or absence of a random walk, and with it the level of efficiency, can be important to investors, who build their portfolios according to certain assumptions about stock markets around the world. The first test that is used in this paper is a variance ratio test, developed by Lo and MacKinlay, 1988 (hereafter called by the acronym LOMAC). The second test is a model encompassing test, to find out whether the random walk approach (NAÏVE), can be outpredicted by using an ARIMA and a GARCH approach. This approach is developed by Darrat and Zhong (2000). This paper therefore investigates the price path that is followed on the different markets. This is done according to different tests, for example the Variance Ratio test, as developed by different scholars. Furthermore, this paper uses a more advanced method to identify whether the price process can be defined as a random walk, by using an encompassing test to see if other models can outpredict the random walk predictions.

The level of integration of these stock markets with the developed stock markets is also a subject that is relatively new in academic literature. Integration between different countries can be seen as an important step in financial development. If there are less barriers between different markets, the allocation of investments will become easier, and the stock market will become more integrated with the world.

The basis for integration tests was laid by Engle and Granger (1987) and Johansen (1988). Also due to the global stock market crash of 1987 and the Asia and Russia crisis in 1997 and 1998, the importance of stock market integration became more and more evident. Similar to the studies on price paths followed by stock markets, the research done on integration between countries first focused on the developed markets in the world. The research done on developing countries is available to a lesser extent, and especially for the Eastern European and former Soviet countries.
To judge whether the new stock markets of Russia, Poland and the Czech Republic are correlated among each other, and what the relationship with the Dutch stock market is, an integration test based on the Johansen method are performed. Together with the importance of stock market efficiency for foreign investors, it is apparent that the level of cointegration among countries also should play a role in the allocation of investors’ money. When one wants to diversify its investments, the level of cointegration between countries should be taken in mind.

Although it will remain hard to make conclusions about the relationship between the fact that the stock markets are relatively new, and the level of predictability of the stock prices, at least it can give some interesting insights about the price processes that can be witnessed on these markets. Together with the integration between these countries, these two seemingly different subjects, but both of great and similar importance for investors thinking of investing money in these countries, should be of value to them when taking their decision where to invest.
2. Stock markets in emerging countries

The introduction of a stock market and a financial system in general, is in itself an important step in developing the country economically. Historically, there were different famous advocates for whether or not the financial system led to economic growth. Schumpeter for example, advocates in his theory of economic growth that banks spur technological innovation because they allocate their money to the businesses that have the highest chances for survival in their eyes.  Although economists hold different views on the importance of the financial system for economical growth, according to Levine (1997) a growing body of work points in the direction of the importance of financial development for generating economic growth. Levine (1997) finds that the: “… level of financial development is a good predictor of future rates of economic growth, capital accumulation and technological change.”
Figure 1 Key development  factors towards economical growth
[image: image1.png]Markes Frictions
-information costs

Fonancial markets
ond intermediaries

Fonancial fanctions
allocate resources
—mobilz savings
—enent comporate
contol ete.

Charmel 0 growth
—capital cccumlation
“technological

Growik




Source; Levine (1997)
As can be seen from Figure 1 the development of a financial market starts because of the costs of acquiring information and making transactions. According to Levine (1997): “Financial markets may arise to ameliorate the problems created by information and transaction frictions.” Levine (1997) also finds “a statistically significant relationship between the initial levels of financial development and future rates of long-run growth, capital accumulation and productivity improvements”. Similar results were found by Greenwood and Jovanovic (1990) who find that: “when income levels rise, financial structure becomes more extensive, economic growth becomes more rapid…”. Regarding the developing countries in this research, it can be concluded that an early solid financial development, may have improved their future level of economical growth and also their levels of wealth. Levine (1997) also states that: ‘countries with larger banks and more active stock markets grow faster over subsequent decades even after controlling for many other factors underlying economical growth.’

An important remark has to be made, as Levine (1997) also states; “Financial development may predict growth simply because financial systems develop in anticipation of future economic growth.” The double causality with economic growth and financial development is also found by Greenwood and Jovanovic (1990). They state that: “Growth provided the wherewithal to develop financial structure, while financial structure in turn allowed for higher growth….” It remains hard to find the exact relationship between the level of financial development and economical growth. This is also due to the fact that each country has different circumstances under which financial development takes place. In the case of the countries in Central and Eastern Europe and Russia, there were of course a lot of influences that formed the financial system. Of which a lot were on a political basis. However the relationship between financial development and economical growth is difficult to concretize, there is “a growing body of studies” (Levine, 1997) that support the evidence that the “finance-growth link is a first-order relationship” (Levine, 1997), and therefore (economical) growth is seen as a direct consequence of financial development. As Levine (1997) states, when countries get richer over time, also “stock markets become larger, as measured by market capitalization relative to GDP, and more liquid, as measured by trading relative to GDP, market capitalization, and stock price variability.”
Although the subject in this paper is focused on the efficiency of the newly born stock markets, an important effect of the introduction of these markets, is that the stock markets itself could lead to economical development. They facilitate several options for companies. Raising capital for companies could become easier and cheaper. The companies can balance their financing activities between debt and equity, and therefore differentiate their risk position. And since the companies do not solely have to rely on internal financing, their growth can be accelerated. The low level of IPOs, mainly in the Czech Republic and Russia, during the earlier years of the stock markets, signaled the disbelieve of companies in public financing. Moreover, the requirements that had to be met when listed on a public exchange (i.e. information disclosure), led for some companies to the preference not to search for public funding (Pistor, 2004)
According to Singh (1997): “…emerging markets do not possess the regulatory infrastructure for well-functioning markets.” Singh (1997) also states that there are mostly young firms listed on the stock market, and that these firms do not have long enough records for their reputations to be assessed. For these reasons Singh (1997) concludes that: “share prices in emerging markets may be expected to fluctuate more than those in well-developed markets.” Davis (1995) finds higher share price volatility on stock markets in emerging countries, compared to stock markets in developed countries. Furthermore, Davis (1997) concludes that by the introduction of stock markets in emerging countries, the economy will not grow faster. According to Davis (1997), this is due to several factors, one of which is stated as follows: “ …the inherent volatility and arbitrariness of the stock market pricing process under developing countries conditions make it a poor guide to efficient investment allocation.”

2.1 Aspects of the Russian, Polish and Czech Republic’s newly opened stock markets.

Stock markets from emerging countries are subject to several aspects of the emerging environment they grow in. Important factors that transition economies must pay attention to are for example according to Claessens, Djankov and Klingebiel (2000); …basic infrastructure for the financial sector, stronger legal rights for creditors and shareholders, better information, greater disclosure, well-governed institutional investors and supporting public and private institutions.” The countries in this research belong to the bigger stock markets, and the most developed in their region. Both Poland and the Czech Republic joined the European Union, for which the countries needed to have good regulations, also concerning the points mentioned by Claessens, Djankov and Klingebiel (2000). Therefore, these countries are supposed to have a more solid basis for a well functioning stock market. This of course, only goes for the later years after the funding of the stock markets in those countries. The development of the stock markets in Poland and the Czech Republic is definitely more advanced comparing them to countries in the same region that started stock markets under more or less similar conditions. In these countries the information disclosure and institutional regulations are not as well-developed as in the countries in this research. This is also due to the fact that Poland and the Czech Republic needed to harmonize their stock market laws with the standard of the European Union (Pistor, 2004). Another reason for the development of the legal system surrounding the development of the financial system was the foreign technical assistance (Pistor, 2004). But also Russia has and had, compared to other emerging countries, good shareholder protection laws in place. According to Pistor (2004) the Russian legal system to protect shareholders and creditors was largely developed with the help of the United States. The Americans helped a majority of former Soviet Union countries in developing their legal system regarding stock markets. But the quality of the laws for shareholder rights, do not say anything about the implementation of these laws. And as Claessens (2000) states: “While Russia scores as high as the United States on legal protection of shareholders,… basic property rights stemming from company laws are often neglected.” And as is later shown, these solid protection laws did not prevent businessmen in Russia from obtaining companies’ assets in doubtful ways that were not really according to the laws trying to prevent this.
To shortly describe the problems that Russia faced with its privatization, corruption and self-dealing are the words that make a good description. Since the Russian government chose for mass privatization, there was no real governmental body to control the privatization. This lead to looting by businessmen with the right connections. They were able to get control over the companies, and through self-dealing enrich themselves at the cost of the company. They sold assets from one of their companies to another, letting one company go bankrupt, and raising the other companies’ assets and profits with little effort. A lot of those companies were listed on the Russian stock exchanges. To name a few companies with doubtful owners and actions in the early stages of privatization (according to Black, Kraakman and Tarrasova, 2000); LUKoil, Gazprom, Sibneft, Menatep/Yukos. This unstable environment worked its way through the first years of the newly born country, until the Ruble crisis set the country back to levels of economical growth that were not even known during communistic times. Another setback due to governmental interference was the bankruptcy of Yukos, which led to declines of prices on the stock market. It may be clear that this unstable environment, with doubtful owners of listed companies, also had its effect on the stock markets. This can be seen from the graph below. With company owners trying to steal companies’ assets, and with corrupt government officials, one could say that it was difficult, maybe impossible, for the Russian stock markets to build a solid base. It was difficult for the market to establish a price process that was not being influenced by variables such as insider information and political actions. Furthermore, the events that took place in Russia are also likely to have their effects on the integration with other markets. When an event like the Russian Ruble crisis takes place, the economy of the whole country suffers, and also international trade and revenues fall for the Russian economy. A crisis like that can have influence on the level of integration of a country with the international markets. This also has its consequence on the stock markets, because on the stock markets companies are listed that are internationally active. So during a crisis like that, the level of integration with other stock markets across the globe is possibly different than before such an event. Furthermore, after such an event, there are several economical factors that can change, and with it the integration of a stock market with other markets also can change. This is also found by Lucey and Voronkova (2008) who find that the short term correlation of Russia with other countries after the crisis was slightly higher then before the crisis.

In the graph below can be seen that there were several political incidents that influenced the Russian stock markets.

Figure 2: MSCI Russia and events
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Data explained:
1. fear of communist party coming back to Duma persisted
2. information that Yeltsin would remain president took hold of market

3. Asia crisis and problems with fundamentals of Russian economy become clearer
4. worsening governmental deficit and new debt issue make foreign investors sell Russian securities
5. devaluation ruble (17th of august)
6. Yeltsin resigns, Putin era starts
7. stability under Putin, allies with US on war on terror
8. Yukos affaire
9. Putin reelected

Source: MSCIBarra indices, Thomson Datastream,

Also in the Czech Republic, the harmonization with European standards and the development of the stock market was not without any problems. At first the development and growth of the stock market were seemingly positive. The Czech Republic seemed to be a success story of the newly privatized countries (Claessens, Djankov, 1999). Poland and the Czech Republic were quite similar in their early days after the fall of communism. Both countries started reforms quickly after the regime change, they received almost identical scores from the World Bank for the indication of the pace of transition, and they were both countries that reformed thoroughly in comparison to other transition economies (Glaeser, Johnson, Shleifer, 2001). However there were differences between the countries that led to a different path of development. The prime minister of the Czech republic chose for a fast transition, confirmed by his speech in 1995; Conceptually it was (at least for me) rather simple: all you had to do was to apply the economic philosophy of the University of Chicago (Glaeser, Johnson, Shleifer, 2001). Leszek Balcerowicz, who was important in the reform of Poland as the minister of Finance, was more conservative, and the transformation process in Poland had a more stable face. According to Black, Kraakman and Tassarova (2000), the Polish case was a good example in contrary to the Russian privatization. They first, for a great deal, build the regulatory environment before privatizing the larger companies. In this way, problems with stock holder ownership, transactions, and looting, seen as in Russia and the Czech Republic, could be prevented. Whereas in the Czech Republic there was even no regulatory board when the public companies were being privatized (Black, Kraakman, Tassarova (2000). Also the regulations itself in Poland was stricter than in the more free-market transformation of the Czech Republic. The supervising body of Poland was independent and stricter than their counterpart in the Czech Republic. Their regulations in Poland were far more detailed and there were more important differences. The Polish for example, focused their regulations on the intermediaries acting on the securities markets, in stead of the Czechs who had a way more lax regime on governing the financial intermediaries, even, they missed certain regulations that could have led to a more wishful behaviour of intermediaries. Brokerage firms in the Czech Republic were largely overseen by the regulator, because they did not have to disclose their books to the regulator, nor as their ownership structure and other important regulations that were implemented in Poland to keep a hand on the activity on the securities markets (Glaeser, Johnson, Shleifer, 2001). Substantial minority shareholdings in Poland also had to be disclosed publicly in contrast to the Czech Republic. As in other transition countries in the same region, the lack of disclosure of minority shareholders led to problems, such as the expropriation of other minority shareholders, through colluding of the large minority shareholders with insiders of the company. Furthermore, the Polish supervisory body was only charged with the supervision of the securities, in contrast to the Czech body that was charged with more activities such as the issuing and revoking of licenses and the imposing of fines (Glaeser, Johnson, Shleifer, 2001) Problems with reforms in the Czech Republic became apparent when the so called ‘tunneling’ was revealed. This meant the stripping of the companies’ assets in various ways. Tunneling can be compared with the system of self-dealing in Russia. It means that ‘businessmen’ are trying to get a hold on company assets and control, and then ‘tunnel’ away the profits from the companies. Stocks of the companies were being acquired and once control was attained over the company, the stock price collapsed (Black, Kraakman, Tarassova, 2000). The intention of the businessmen to obtain large blocks of shares, may signal the lack of good shareholder protection. If there was sufficient shareholder protection, investors could be satisfied with minority stakes. In this case they would had a guarantee that their stocks were safe from the actions of other investors. But to obtain control in a situation with non sufficient protection, investors seeking this control try to obtain large blocks of shares (Black, Kraakman, Tarassova, 2000). And the level of stock market transactions is significantly dependent on the level of minority shareholder protection in laws (Pajuste, 2002).
Lacking these conditions, make it all the more difficult for the stock market to function in a reasonable way.
The absence of strict regulations to disclose information about large minority shareholders is likely to have contributed to the problem of ‘tunneling’. Moreover, since the Czech Republic used a shock method to privatize its companies, many companies were already being privatized before a regulatory board even could be founded (Claessens, Djankov and Klingebiel, 2000). This created a soft and friendly environment for ‘businessmen’ to loot and to get away with it. If you can steal and there is no supervisory board, really lax rules, and a government that was quite indifferent to regulate the securities markets, the chances are that a privatization process will go terribly wrong in these circumstances. The consequence of this ‘tunneling’ was that foreign investors withdrew their money from the Czech Republic. Having an environment in which security markets operate as in the Czech Republic in these years, and as in Russia, can not be advantageous for a good functioning of these markets. Because of the activities of those businessmen, there must have been insider information on the markets. Also the artificial price rallies of stocks of companies that were being acquired by those investors, and the later drop in those stock prices when they had control, was not because of a solid price mechanism, but more due to insider information and insider trading. Trying to achieve a well diversified portfolio for investors, the Czech Republic was not the place to be, which can be seen from the following numbers. In 1995 the foreign direct and portfolio investments were $103 million, in 1996 $57 million and turned negative in 1997 (Black, Kraakman, Tarrasova, 2000). As a final consequence the Klaus government fell in 1997 due to a corruption scandal and the Czech Republic ended up in a recession in the years 1997 and 1998. This is more or less the same period in which Russia suffered from the Ruble crisis. However, the scandal with self dealing in Russia did not lead to the fall of the government. During this time Poland was still going relatively strong, mainly due to the fact that they chose another path to privatization. These problems led to the fall of the corrupt government in 1997. As mentioned before, the situation in Russia during these years was not much better, actually more likely to be worse then in the Czech Republic, and also Russia ended up in a recession.
It becomes clearer that although there were several conditions that were fulfilled in the post Soviet markets to achieve a well functioning financial market, there were maybe more conditions that were not fulfilled. The basis of the financial system lacked certain aspects that should have been in place for a sustainable development. Laws protecting shareholders, and dealing with stock transactions were neither at a sufficient level. While the infrastructure was being build to provide the market with the right financial intermediation to prosper economical growth, the means of controlling this financial development were not adequate. And the results from this inadequacy as described above, can be seen as the possibilities that arose from the inability to control financial markets.
Table 1 Change in Labour Productivity Post Soviet Countries 1994-1999

	Country
	Change Labour Productivity (%)

	Russia
	-33%

	Poland
	29%

	Czech Republic
	6%


          Source: Unece-economic survey 1999, no.3.
As can be seen from table 1 the change in labour productivity was highly different between the countries in this research. As Black, Kraakman and Tassarova (2000) state; ‘… growth in labor productivity offers a good measure for the overall success of the countries’ privatization and transition process.” The countries that witnessed the most problems in their transition, also had the lowest labor productivity during the transition years. On the contrary, Poland, witnessed a strong positive growth in labor productivity, and also knew fewer problems with their transition.
3. Theoretical background
The efficiency of markets is a subject that is well researched. Since the introduction of the efficient market hypothesis (hereafter EMH) there are numerous articles that investigate whether the EMH is a theory that can be sustained or not. To name some important works that research the efficiency of stock markets; (Lo and MacKinlay (1988), French and Roll (1986), on long term return predictability: Shiller (1984), Summers (1986), Fama and French (1988), Poterba and Summers (1988), on market non efficiency: (DeBondt and Thaler, 1985,1987). 

There are studies that seem to find evidence against efficiency of markets, of which a lot find behavioural aspect that can not be placed within the EMH framework. An interesting research in this case is done by Andrew Lo (2004). In his study, he tries to combine the behavioural aspects of market participants that seem not to be in line with the EMH, and comes up with a new theory, what he calls the AMH; the Adaptive Markets Hypothesis. Lo (2004) sees the market in context, and argues that the efficiency of the markets depend on the market participants, how they act, the level of them, and is based on biological and psychological evolutionary theory. He regards that decisions can be irrational, and that these decisions are made in environments. The decisions are made by trial and error and by natural selection. In this way he regards the development as evolutionary, and this reconciles the contradictions between the EMH and behavioural expeptions.
But there is still not hard evidence that the EMH can be rejected as a theory. As Fama (1991) states: ‘…irrational bubbles in stock prices are indistinguishable from rational time-varying expecting returns’ (Fama, 1991). This helps to the fact that it remains difficult to find hard evidence against the EMH. And as Jensen (1978) states: “I believe there is no other proposition in economics which has more solid empirical evidence supporting it than the Efficient Market Hypothesis.”
Furthermore, efficiency of markets can be divided in three forms of efficiency. The weak form of efficiency, named by Fama (1991) as the level of predictability of stock returns, is the first one. Secondly, the semi-strong form of efficiency, conveying information about how fast stocks adopt public information into their prices. And thirdly, the strong form of efficiency, in which all public and private information should be incorporated into market prices.

To test the EMH there is not really one solution, since the test on efficiency should be jointly tested with a equilibrium asset pricing model. By testing market efficiency, you do not know exactly whether you test the level of efficiency of the market, or the quality of the model you use to test the market. This problem was named as the joint-hypothesis problem by Fama (1970). It could be solved by testing a model for expected (normal) returns next to a market efficiency test. But the problem with this is that this secondary model will always be an incorrect description of the average returns in the sample period. (Fama 1998). Next to this problem, Fama (1998) also mentions another important obstacle in the articles about market efficiency. Most of the researches do not have a specific alternative for market efficiency. “Instead, the alternative hypothesis is vague, market inefficiency. This is unacceptable.” (Fama, 1998,p.284). The problem is that it remains difficult to find a model that explains all observed results, or at least does a better job then the efficient market theory.
The predictability of stock prices is tested in this research, and thus a test that falls between the borders of the weak form efficiency. To test whether stock returns can be predicted can be defined as the random walk theory of stock prices, where stock prices are believed to follow a pattern that can be defined as a random walk, and prices, accordingly, can not be predicted. As Liu and Maddala (1992) note in their research, the presence (or absence) of random walks is crucial to testing the market efficiency hypothesis. According to Ojah and Karemera (1999); ‘random walk properties of stock returns are seen as an outcome of the efficient market hypothesis’. The presence or absence of a random walk on a stock market can of course influence the behaviour of investors. When investors have the impression that a certain stock market does not follow a random walk, this also means that this stock market follows another path that might be predictable. The path is not random anymore, and therefore interesting opportunities for investors lie herein.

According to Poterba and Summers (1988), when stock prices contain large transitory price components: ‘the stock market for long term investors may be less risky than it appears to be when the variance of single period returns is extrapolated according to the random walk model’.
3.1 Testing for market efficiency

The test used in this research to evaluate the possibility of predicting stock prices, and testing the efficiency of the market, is developed by LOMAC (1988) and later further refined by Chow and Denning (1991, hereafter CHODE). The test as developed by the scholars is a variance ratio test, and can be used to test the random walk hypothesis. By testing the random walk hypothesis one can obtain information whether the tested market follows a random walk or not. If the market does follow a random walk, one can say that the market is at least efficient in the weak form. As mentioned above, if the result from testing the random walk hypothesis is that the market does not follow a random walk (autocorrelation or long-term dependency), it remains difficult to conclude that the market is not efficient. The market can still be efficient, even when not following a random walk. This is shown by Leroy (1973) and Lucas (1978), where rational expectations do not have to produce a martingale sequence, to which group the random walk belongs. So it remains difficult to conclude that markets are not efficient, due to the absence of a random walk. It can be that prices are according to the EMH, they reflect all the available information, but they do not follow a random walk. This is also found by Leroy (1973) and Lucas (1978). Lo and MacKinlay (1999) argue that an efficient market does not have to follow a random walk. They state; “unforecastable prices need not imply a well-functioning market with rational investors, and forecastable prices need not imply the opposite”. So even in an efficient market, prices could be forecasted. To reject the fact that a market is efficient one should obtain a more explicit economic model of the price-generating mechanism (Lo and MacKinley,1988). One has to know, as stated by Fama (1991), how you should divide your test result over the joint hypothesis problem.
The test as developed by LOMAC therefore only looks whether the price process followed by the market is a random walk. In this way they only specify their research on the question whether or not the market they research follows a random walk. They do not try to stretch their research over the joint hypothesis problem of Fama (1991). The results of LOMAC, that reject the RWH, therefore are not a rejection of market efficiency. Their results indicate a rejection of a certain economical model of efficient price formation, and not for market efficient price formation as a whole. There can always be another economical model that does explain the results from LOMAC, and still is efficient.
The results from the test in LOMAC, which are that the random walk model is rejected for their entire sample period and for a variety of aggregate returns indexes and size-sorted portfolios, have another problem. It is not entirely clear which part of their findings is attributable to non-synchronous trading.

Another test developed to test the presence of a random walk on stock markets is a model comparison test, developed by Darrat and Zhong (2000). This test uses other forecasting techniques to test whether these alternative models can outpredict a NAÏVE model. This NAÏVE model is based on the random walk model, for forecasting stock prices. If the stock markets follow a random walk, they should not be outpredicted by these other modes. The alternative models used in this research are a ARIMA model and a GARCH model.
A test that is often used to test the efficiency of markets next to the RWH is the Runs test. Usually it is used when the results from the RWH tests indicate that certain markets do not follow a random walk. To then determine whether this is due to market inefficiency, a Runs test is often used. This test therefore is a direct test on market efficiency. To test the weak form efficiency of markets, one should look for serial correlation in stock returns. A problem with the tests that investigate this correlation is that they require the assumption of normality in the stock returns. Therefore, a non-parametric runs test is used here, that tests whether the successive stock returns are independent, and with which normality is not a necessary assumption.
The tests on market efficiency, as described above, were for a long time mainly focused on testing the developed markets of the world (i.e. Fama & French (1988), Poterba and Summers (1988), Lo and MacKinlay (1988), Liu and He (1992), Eckbo and Liu (1993), and Wright (2003)). Tests implemented on the emerging markets, are much rarer, but since the importance of emerging markets across the world grew as an investable sector, there are few studies researching price paths of emerging markets(i.e. Claessens, Dasgupta and Glen (1993), Harvey (1994) Karemera, Ojah and Cole(1999)). Harvey (1995) states in his study that returns on emerging markets are more predictable then on developed markets. Harvey (1995) also states that local information also plays a bigger role in predicting returns, and that some of those markets are segmented from world capital markets. Therefore Harvey (1995) concludes that (some) emerging markets are less efficient then developed markets.
The importance of the level of efficiency on emerging markets is very high for investors. If stock returns, for example, do not follow a random walk, and are not perfectly efficient, investors might be able to achieve higher returns with less risk. They can achieve this by diversifying their portfolio over different countries with different levels of market efficiency.

Besides the few studies conducted on emerging markets, and some studies that can be found on Eastern European countries, studies that focus on the Russian market are even more difficult to find.
3.2 Testing for market integration
The research on the level of integration between non stationary time series dates back to Granger (1982) and Engle and Granger (1987). Engle and Granger (1987) proved in their work that the combination of two non stationary series might be stationary. When the combination of those to non stationary series is found to be stationary, the two series are said to be cointegrated. Two important works that helped develop the progress for cointegration testing were by Engle and Granger (1987) and Johansen (1988). After the development of the cointegration tests in these articles, the cointegration between different countries was researched in several other works. For example; Kasa (1992) investigated the relations between the English and German market in Europe, the Japanese market, and the markets of Northern America. Manning (2002) researched the level of cointegration in the South East Asia region. Voronkova (2004) and Gilmore and McManus researched the relationships between the Central European stock markets and different developed stock markets. Gilmore and McManus (2002) find no long term relationships between the Central European (Czech Republic, Poland and Hungary) countries and the US. They do find low short term correlations between these markets. On the contrary, Voronkova (2004) does find longer run relationships between the Central European countries (Czech Republic, Poland and Hungary) and Britain, France, Germany and the US. Furthermore, in a research of Lucey and Voronkova (2008) the level of cointegration between Russia and the US, Japan, the UK, the EMU countries, Czech Republic, Poland, Hungary is researched. They find no long term relationships between Russia and the other countries over the period 1995-2004. They do find some short term relationships in the form of low correlations between Russia and other countries. Interesting is, that these short term relationships started to exist only after the Russian crisis. It may be clear that when stock markets such as the Russian are not found to be cointegrated with other stock markets, the interest of investors to these markets will be lured, because of the possibilities of diversification.

In this research, the Johansen test are used to estimate the level of integration between the different countries this research.
4. Data
The data used in this study is comprised of the national stock indices of the different countries. The data is obtained from MSCIBarra. The MSCIBarra indices are value weighted, and comprise stocks that are mostly notated on the countries’ local stock exchanges, but also some stocks are notated on foreign exchanges. In the MSCIBarra indices dividend payments are accounted for.

The data for Russian stock index of MSCIBarra dates from 1995:1 till 2009:1. This data is the same for the index from Czech Republic. The MSCI Poland starts on 1993:1 and also continues till 2009:1. The Dutch MSCI dates back a little more, and ranges from  1980:1 till 2009:1. Following Lo and MacKinlay (1988) the weekly return is calculated from the daily data. Although daily data has the advantage that it contains a lot of observations, there are also problems attached to it.(e.g., biases due to bid-ask spread, non-trading). Therefore, weekly returns are used. The returns are calculated from Wednesday to Wednesday. From this baseperiods also subperiods are made, to research potential differences in the outcomes of the tests when the different stock markets have different maturity. The weekly returns is calculated as the logarithmical difference between two consecutive weeks.
Furthermore, as done by Hoque, Kim and Pyun (2007), it can be important to divide the dataset over different time groups. There can be a serious market disturbance that can effect the volatility and trading on the market. And when a new market is started, the efficiency might be low due to several circumstances as described before. It could therefore be that in the early years of the new market, it is less efficient then in later years, when all regulations and stakeholders are more developed. That is why in this research, also a division in different time groups is made for the studied countries.

Besides the division over different time groups because of non direct efficiency after the start of a new stock market, another important aspect of dividing the dataset into different groups is the Russian Crisis in 1998, also referred to as the collapse of the Ruble. After the collapse of Russia’s national currency, the country witnessed a heavy decline of market activity, and a negative economic growth. These market conditions might have increased the level of effects like infrequent trading, and could have contributed to a destabilization of the till that time witnessed price generating process.

4.1 Market Statistics

Figure 2 below presents the MSCI indices of the countries in this research. In red the period of the Russian crisis is highlighted. Not surprisingly, the downward spike in Russia was highest for all countries researched. The MSCI Russia index lost from its peak in October 1997 till October 1998 almost 95% of its value (highest point 538; 3/10/1997, lowest point 30; 5/10/1998). The other countries also saw their indices decline, albeit not so sharply and devastating as in Russia. MSCI Czech Republic and MSCI Poland both almost halved in value, and as could be expected MSCI Netherlands was the less vulnerable to the defaulting of Russia with a decline of almost 35%. It must be said that the Russian Ruble crisis was partly caused by the Asia crisis that started in 1997, and it is highly likely that this also had its effect on the stock markets in this research.
For several reasons the dataset is divided in different parts. One of the reasons is that in this way the uncertainty and volatility from the Russian crisis can be isolated from the dataset. Therefore the dataset is divided such that the period of the Russian crisis falls within one subperiod. In this way, the other subperiods are not affected by the crisis, and neither are the tests.

Next to this division, the dataset is divided cumulative over the same period. So the dataset is divided in the same periods, but now one period is each time added to the previous period. So you have the starting subperiod, that each time gets lengthened by one period. The reasoning behind this is that in this way, the efficiency of a new stock market can be tested. It can be seen if the ratios that are witnessed in the first period persist or not when a next period is added.
The ratio tests, and level encompassing tests are thus conducted on the whole period, to take the example of Russia, from 1/1/1995 till 1/1/2009. On the subperiods, for Russia; 1/1/1995-25/8/1999, 26/8/1999-5/5/2004 and 6/5/2004-1/1/2009. And on the cumulative subperiods, for Russia; 1/1/1995-25/8/1999, 1/1/1995 5/5/2004 and 1/1/1995 till 1/1/2009.

In figure xx, the MSCI indices for the different countries are showed. They are represented in their natural logarithmic form. In this way the returns can be more easily compared over the different years. In the figure of Log MSCI Russia, the Russian Ruble crisis is highlighted by a black circle stressing the period in which this crisis took place. In the other countries, this effect is also visible, albeit to a lesser extent.
Figure 2: Log MSCI indices
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In the table below the summary statistics can be found on the different MSCI indices, for the returns. They are calculated for the whole period, as defined above.

As can be concluded from the Jarque Bera test for normality, the returns on the indices are found to be non-normal.
Table 2: Summary statistics for returns
	
	MSCI Russia
	MSCI Poland
	MSCI Czech Rep.
	MSCI

Netherlands

	mean
	-0.00079
	-0.00061
	-0.00031
	0.03502

	s.d.
	0.030799
	0.020972
	0.015561
	1.237875

	kurtosis
	12.62181
	7.593003
	13.41988
	10.9985

	skewness
	0.377165
	0.093643
	0.411851
	-0.08963

	Jarque Bera
	13521.95
	3679.388
	16638.23
	20183.91


5. Methodology
5.1 LOMAC Variance ratio test
The test developed by LOMAC is a variance ratio test. It uses the property of the random walk hypothesis that when variances are compared over different periods, the variance of the increments should be linear in the observation interval. This means that, if the random walk is the price generating process on the stock market, the level of variance over a five week period will be five times as large as the variance of the first week in this perod. Since the level actual variance over the aggregation level is divided over number of aggregation weeks, the Variance Ratio should be one for all different aggregation levels, when it follows a random walk. So when the VR is higher then one, this implies that the serial correlation is positive, and accordingly, when the VR is lower then one, there is negative serial correlation.
In their research (LOMAC 1988), they develop a test statistic that is robust to many forms of heteroskedasticity and non-normality. But first is provided here the test statistic that is used for the more restrictive independent and identical distributed gaussian random walk. In the article they made the assumption of homoskedasticity and independent Gaussian increments. This test is according to the traditional RWH.
As said, the variance of the increments should be linear in the observation interval. This means  that the variance of 
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. With this property, a test can be constructed that tests whether this requirement of the RWH is actually fulfilled.
The maintained RWH can be given by the following equation:
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Where Xt is the log price of the price at time t. Furthermore mu is an arbitrary drift parameter and eta is the random disturbance term.
The first test statistic that is developed by LOMAC and performed in this test is that of homoscedastic increments. The underlying assumption is that the disturbance terms 
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According to the null hypothesis that the variance ratio should be unity for all levels of aggregation, it can be described as follows;
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The test statistic that is developed by LOMAC for the variance ratio is as follows;
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Where the variance ratio is,
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And where the variance estimators are;
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And,
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Where,
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The tests are based on different aggregation levels, signaled by q. The level of aggregation means that a certain number of weeks is aggregated when comparing them to a lagged week. So for an aggregation level of 
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, the number of weeks that is being aggregated is four, and the return after this period is then compared to the return in the week preceding the aggregation period.
Next to the homoskedastic test statistic, LOMAC also developed a test statistic that is robust to heteroskedasticity. They developed this test statistic with the knowledge that volatilities change over time, and that the error terms of financial time series are often not normally distributed.
Since 
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The variance ratio estimate as defined before, is asymptotically equivalent to a weighted sum of serial autocorrelation coefficient estimates, such that;
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Where 
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Where 
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Where
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And 
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The standard normal Z-statistic under heteroskedasticity is computed as:
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5.2 Chow and Denning multiple variance ratio test
The test developed by LOMAC uses the property of the RWH to test individual variance ratios for different values of the aggregation factor q. Chow and Denning (CHODE) recognized the problem of the test developed by LOMAC, that it lacks the ability to test whether all the variance ratios of the different observation intervals are equal to 1, simultaneously. This is a requirement of the RWH, and since LOMAC overlooked this requirement, they used the standard normal tables to test the variance ratios on significance. Failing to control for the overall test size, leads to a large probability of a Type 1 error (CHODE,1991).
To circumvent the problem of the test statistic developed by LOMAC, CHODE developed a test that controls for the joint test size, and also provides a multiple comparison of variance ratios. They used the Studentized Maximum Modulus (SMM) critical values to control for the overall test size and to create a confidence interval for the Variance Ratio estimates. The test statistics from LOMAC variance ratios remain the same, in the way that CHODE use the same test statistic of the LOMAC Variance Ratio test. Only now they are simply compared to the SMM critical values, in stead of the standard normal critical values to look for significance.
Since CHODE consider multiple comparisons of the variance ratio estimates, and all variance ratio estimates should be above the SMM critical value, they use the following largest absolute value of the two test statistics as defined before in the LOMAC procedure
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In which 
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and for the 
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This leads to the asymptotic confidence interval of at least 100(1-
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and under 
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5.3 Forecasting ability other models
When the stock prices on the markets being researched follow a random walk, then a random walk model should not be outpredicted by other models (Dharrat, Zhong, 2000). In previous literature there are several other models used to forecast returns on stock markets. The two models that are most used are: the Auto Regressive Integrated Moving Average (ARIMA) and the Generalized Auto Regressive Conditional Heteroskedasticity (GARCH) models. To compare the forecasting abilities of these models, they are compared to the forecasting abilities of the random walk model. In this so-called NAIVE model the forecasts for next week price are simply this weeks’ price.

As done in Darrat and Zhong (2000), the base period is shortened by 12 weeks, over which the returns are forecasted by the three different models.
The one week ahead forecasts of the different models are evaluated according to three different statistics. This ensures that the results from the evaluations are not solely based on one specific evaluation statistic. The evaluation statistics used are root-mean-squared-error (RMSE), the mean-absolute-error (MAE) and Theil’s inequality coefficient (Theil’s U).
These statistics used are defined in Green (2000, p.310) as follows:
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Where 
[image: image56.wmf]t

P

ˆ

= forecast price values


[image: image57.wmf]t

P

= actual price values


[image: image58.wmf]T

= number of forecast horizons;

MAE 
[image: image59.wmf]å

-

=

t

t

P

P

T

ˆ

1

;







(20)

and

Theil’s U
[image: image60.wmf]å

å

=

=

-

=

T

t

t

T

t

t

t

P

T

P

P

T

1

2

1

2

)

(

1

,

)

ˆ

(

1

.





(21)
5.4 Encompassing test

The problem with these evaluation statistics is that they can not judge whether one model is “significantly” better then the other models. To circumvent this problem, an encompassing test is used. The rationale behind this model is that for a model (k) to be considered superior to another model (j), it should significantly explain another’s model (j) forecasting errors, and it should incorporate information that is neglected by other models (Darrat and Zhong, 2000). By testing the significance of the beta and gamma coefficients in the following two regression equations, the encompassing test is conducted. The regressions are as follows,
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Where 
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 are random errors. If beta is significantly different from zero, but gamma is not, then can be concluded that model k encompasses model j. If gamma is significantly different from zero and beta is not, the null hypothesis that both models forecast similar returns can be rejected, and it can be concluded that model j encompasses model k. When both beta and gamma are significant, or non-significant, the null hypothesis cannot be rejected, and neither model is believed to encompass another (Darrat and Zhong, 2000).
Another test that is used to evaluate the forecasts that are made by the ARIMA and GARCH model, is the Diebold Mariano test. This test is developed by Diebold and Mariano (1995), and makes use of the loss differential. 

5.5 Integration tests

To identify whether there the different countries are cointegrated, the Johansen test is used in this research. The test that is developed by Johansen, uses the maximum likelihood method to test for cointegration. The test enables for conducting maximum likelihood ratio tests for the parameters of the equilibrium relationship between the non stationary variables. As mentioned before, when two non stationary variables are combined, they can be stationary and it can be concluded that they are cointegrated. Where the procedure of Engle and Granger is focused at a single equation, the Johansen procedure uses a vector autoregressive model, and therefore allows for multiple interactions between the different variables. Furthermore, since the Johansen procedure takes into account the error structure of the underlying date generating process, and since the Engle and Granger procedure lacks this feature, the Johansen procedure is also found to provide more precise parameter estimates than the Engle and Granger method.
The Johansen methodology uses maximum likelihood estimators to estimate the coefficients in the following equation:
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This relationship is said to be the cointegrating relationship (Engle and Granger, 1988), and the series is said to be integrated when 
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 is the equilibrium error.
Johansen uses a general VAR model, defined as:
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Johansen (1988) shows that the rank of 
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 shows the number of integration relationships existing between the variables in 
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. You can see the integration in equation 24, where  the variables 
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6. Results
To test the Random Walk theory on the different indices, there was made use of weekly observations. While daily data evidently generate more observations, there are several advantages of using weekly observations. There can be biases associated with the daily bid-ask spread, asynchronous trading and nontrading, to name a few. When using weekly observations, these biases form less of a problem.
The weekly return is calculated as the return from Wednesday’s closing price to next weeks Wednesday’s closing price.

In section 4.1 the LOMAC and CHODE variance ratio tests are performed for the several indices used in this paper. Section 4.2 reports the data on the model encompassing tests.

6.1 Variance Ratio tests
In table 1 the Variance Ratio statistics and homoskedastic (z1) and heteroskedastistic (z2) test statistics are calculated for the different MSCI indices. Each country table is divided in different periods. Panel A of each country table gives the Variance Ratios and test statistics for the three (or in Poland’s case four) separate periods. Panel B of each country table gives the Variance ratios and test statistics for the cumulative periods, as discussed in the data section. Within the table, for each different period, first the Variance Ratio (1+ Mr(q)) is given, followed by the congruent test statistics. The first test statistic is the homoskedastic test statistic z1, and the second test statistic z2, is the heteroskedasticity robust statistic. Also for each period, the aggregation levels q are calculated for a two, four and eight week aggregation level. Furthermore, the test statistics car followed by either none, one or two asterisks. This indicates that the Variance Ratio statistic is either: non significantly different from one, significantly different from one according to the LOMAC test statistic, or significantly different from one according to both the test statistics calculated in LOMAC and CHODE, respectively. The Variance Ratio can be read as the first order autocorrelation coefficient estimator plus one. So for example in the case of Russia, for panel B, and then period three (the total period), with an aggregation level of two, the level of autocorrelation for weekly returns on MSCI Russia is two percent, and is significantly different from one, for both critical significance levels (standard normal and SMM).
As can be seen from table 1a panel A, the Random Walk Hypothesis can be rejected for different cases. Especially in period one, the heteroskedasticity robust test statistic leads to rejecting the Random Walk hypothesis for the aggregation levels of two and four. The first rejection is according to the critical levels of both the normal rejection level of significance as used in LOMAC, and as the SMM critical significance level as used in CHODE. The second period does not lead to any rejection of the random walk hypothesis, and the last period rejects the Random Walk hypothesis for the heteroskedasticity robust test statistic for the aggregation level of two, only according to the critical significance level as used in CHODE. The homoskedastic test statistics lead more often to a rejection of the Variance Ratio one, but are not robust to heteroskedasticity. In panel B, it can be seen that there are more rejections of the Random walk theory. For the three different accumulating periods, there are rejections for all three periods according to the standard normal and SMM critical levels for the aggregation level of two. For the aggregation level of four there are also a high number of rejections, although not always according to the critical level of SMM. Interesting to see is that there is a deviation from the random walk in the first period, that circumvents the period of the Russian Ruble crisis. However, as appears from panel A, there is no deviation for the random walk in period two, which starts just after the Russian crisis. In panel B however, the deviation from the random walk remains existent, through period two. This means that although, period two itself is not deviating significantly from a random walk, together with period one, it still is significantly different from the Random Walk hypothesis.
For the other post Soviet countries, also a high rejection of the Random Walk Hypothesis can be found. Especially in Poland, where there is a rejection of the Random Walk hypothesis for most of the different accumulating periods according to the standard normal and the SMM critical levels. Also in the Czech Republic, the heteroskedastic robust test statistic leads to a rejection of the Random Walk hypothesis in different periods. Although, and this is a more general case and goes for most periods of most countries, the power of the variance ratio test with higher aggregation levels drops, and it therefore becomes more difficult to reject the random walk hypothesis.
It also can be seen that when there is one separate period, that not leads to a rejection of the Random Walk hypothesis and that follows a period of rejecting the random walk, often in the accumulating periods, this does not lead to a change from rejection to non-rejection. This means that the effect of non efficiency in one period (the market does not seem to follow a random walk), can work its way through in the overall result when a next period is added.
Table 3: Lomac Variance Ratio Tables

3a Lomac Variance Ratios MSCI Russia

number q of base observations aggregated 
to form variance ratio
	A. separate periods
	2
	4
	8

	period 1
	
	1.09
	1.33
	1.48

	1/1/1995 – 25/8/1999
	z1
	(4.71)**
	(4.81)**
	(3.65)**

	
	z2
	(3.37)**
	(2.30)*
	(1.34)

	period 2
	
	1.01
	0.99
	0.96

	26/8/1999 – 5/5/2004
	z1
	(1.64)
	(1.00)
	(1.09)

	
	z2
	(1.41)
	(0.55)
	(0.44)

	period 3
	
	0.93
	0.89
	1.11

	6/5/2004 – 1/1/2009
	z1
	(4.30)**
	(2.81)**
	(1.78)

	
	z2
	(2.04)*
	(0.73)
	(0.55)

	B. accumulating periods
	
	
	

	period 1
	
	1.09
	1.33
	1.48

	1/1/1995 – 25/8/1999
	z1
	(4.71)**
	(4.81)**
	(3.65)**

	
	z2
	(3.37)**
	(2.30)*
	(1.34)

	period 2
	
	1.06
	1.22
	1.29

	1/1/1995 – 5/5/2004
	z1
	(5.53)**
	(5.58)**
	(4.06)**

	
	z2
	(3.64)**
	(2.45)**
	(1.36)

	period 3
	
	1.02
	1.13
	1.23

	1/1/1995 – 1/1/2009
	z1
	(4.53)**
	(5.40)**
	(4.46)**

	
	z2
	(2.72)**
	(2.04)*
	(1.44)


1.Lomac variance ratio test statistics for MSCI Russia, for the sample period 1995M01 to 2009M01. Directly below the variance ratios the LOMAC heteroskedastistic (z1) test statistic is given. Below this statistic the CHODE test statistic (z2) is given. The results are divided in the two different methods of division. First, the periods for which the variance ratios are calculated separate. Hereafter, the periods for which the variance ratios are calculated by accumulation of the periods.

3b Lomac Variance Ratios MSCI Poland

number q of base observations aggregated 
to form variance ratio
	A. separate periods
	2
	4
	8

	period 1
	
	1.18
	1.37
	1.66

	6/1/1993 – 1/1/1997
	z1
	(6.17)**
	(4.73)**
	(3.96)**

	
	z2
	(3.96)**
	(1.84)
	(1.38)

	period 2
	
	1.06
	1.25
	1.37

	2/1/1997 – 3/1/2001
	z1
	(3.57)**
	(3.85)**
	(2.98)**

	
	z2
	(3.68)**
	(1.95)
	(1.17)

	period 3
	
	0.99
	1.00
	0.97

	4/1/2001 – 5/1/2005
	z1
	(1.68)
	(0.63)
	(0.89)

	
	z2
	(1.89)
	(0.34)
	(0.37)

	period 4
	
	1.06
	1.28
	1.14

	6/1/2005 – 7/1/2009
	z1
	(3.51)**
	(4.07)**
	(1.82)

	
	z2
	(2.95)**
	(1.94)
	(0.72)

	B. accumulating periods
	
	
	

	period 1
	
	1.18
	1.37
	1.66

	6/1/1993 -1/1/1997
	z1
	(6.17)**
	(4.73)**
	(3.96)**

	
	z2
	(3.96)*
	(1.84)
	(1.38)

	period 2
	
	1.14
	1.33
	1.55

	6/1/1993 – 3/1/2001
	z1
	(7.76)**
	(6.24)**
	(5.10)**

	
	z2
	(4.68)**
	(2.26)*
	(1.63)

	period 3
	
	1.12
	1.27
	1.45

	6/1/1993 – 5/1/2005
	z1
	(8.63)**
	(6.99)**
	(5.67)**

	
	z2
	(4.94)**
	(2.38)*
	(1.71)

	period 4
	
	1.11
	1.27
	1.40

	6/1/1993 – 7/1/2009
	z1
	(9.58)**
	(8.03)**
	(6.19)**

	
	z2
	(5.37)**
	(2.69)**
	(1.82)


2. The Lomac variance ratios and their test statistics for MSCI Poland, for the sample period 1993M01 to 2009M01. Directly below the variance ratios the LOMAC heteroskedastistic (z1) test statistic is given. Below this statistic the CHODE test statistic (z2) is given. The results are divided in the two different methods of division. First, the periods for which the variance ratios are calculated separate. Hereafter, the periods for which the variance ratios are calculated by accumulation of the periods.
3c Lomac Variance Ratios MSCI Czech Republic

number q of base observations aggregated 
to form variance ratio

	A. separate periods
	2
	4
	8

	period 1
	
	0.98
	1.16
	2.53

	1/1/1995 – 25/8/1999
	z1
	(2.10)*
	(3.38)**
	(6.54)**

	
	z2
	(1.99)*
	(2.07)*
	(3.08)**

	period 2
	
	0.95
	1.03
	2.15

	26/8/1999 – 5/5/2004
	z1
	(3.60)**
	(2.62)**
	(16.78)**

	
	z2
	(3.42)**
	(0.86)
	(2.61)**

	period 3
	
	0.99
	1.19
	2.95

	6/5/2004 – 1/1/2009
	z1
	(1.67)
	(6.80)**
	(21.83)**

	
	z2
	(0.99)
	(1.14)
	(3.20)**

	B. accumulating periods
	
	
	

	period 1
	
	0.98
	1.16
	2.53

	1/1/1995 – 25/8/1999
	z1
	(2.10)
	(3.38)**
	(6.54)**

	
	z2
	(1.99)
	(2.07)*
	(3.08)**

	period 2
	
	0.96
	1.08
	1.17

	1/1/1995 – 5/5/2004
	z1
	(4.49)**
	(3.39)**
	(3.14)**

	
	z2
	(5.75)**
	(2.24)*
	(1.46)*

	period 3
	
	0.97
	1.05
	1.14

	1/1/1995 – 1/1/2009
	z1
	(4.38)**
	(3.30)**
	(3.45)**

	
	z2
	(4.29)**
	(1.42)
	(1.56)


2. The Lomac variance ratios and their testt statistics for MSCI Czech Republic, for the sample period 1995M01 to 2009M01. Directly below the variance ratios the LOMAC heteroskedastistic (z1) test statistic is given. Below this statistic the CHODE test statistic (z2) is given. The results are divided in the two different methods of division. First, the periods for which the variance ratios are calculated separate. Hereafter, the periods for which the variance ratios are calculated by accumulation of the periods

3d Lomac Variance Ratios MSCI Netherlands

number q of base observations aggregated 
to form variance ratio

	A. separate periods
	2
	4
	8

	period 1
	
	1.10
	1.17
	1.20

	2/1/1980 – 6/9/1989
	z1
	(7.03)**
	(9.33)**
	(3.43)**

	
	z2
	(5.92)**
	(2.82)**
	(1.44)

	period 2
	
	0.88
	1.01
	1.09

	7/9/1989 – 5/5/1999
	z1
	(7.78)**
	(2.10)*
	(2.26)*

	
	z2
	(5.67)**
	(0.51)
	(0.69)

	period 3
	
	0.88
	0.91
	0.92

	6/5/1999 – 7/1/2009
	z1
	(7.71)**
	(6.63)**
	(2.10)*

	
	z2
	(5.47)**
	(1.39)
	(0.53)

	B. accumulating periods
	
	
	

	period 1
	
	1.10
	1.17
	1.20

	2/1/1980 – 6/9/1989
	z1
	(7.03)**
	(9.33)**
	(3.43)**

	
	z2
	(5.92)**
	(2.82)**
	(1.44)

	period 2
	
	0.99
	1.09
	1.14

	2/1/1980 – 5/5/1999
	z1
	(1.38)
	(9.79)**
	(4.06)**

	
	z2
	(1.08)
	(2.65)**
	(1.46)

	period 3
	
	0.94
	1.01
	1.06

	2/1/1980 – 7/1/2009
	z1
	(9.19)**
	(4.76)**
	(3.11)**

	
	z2
	(6.42)**
	(1.04)
	(0.83)


4..Lomac variance ratios and their test statistics for MSCI Netherlands, for the sample period 1980M01 to 2009M01. Directly below the variance ratios the LOMAC heteroskedastistic (z1) test statistic is given. Below this statistic the CHODE test statistic (z2) is given. The results are divided in the two different methods of division. First, the periods for which the variance ratios are calculated separate. Hereafter, the periods for which the variance ratios are calculated by accumulation of the periods. The sample is divided in different periods.

2. The CHODE critical test statistic according to the SMM table applicable to this data is 2.39.

3. When the test statistic is marked with two asterisks (**) the variance ratio is significantly different from one according to a normal distribution of the test statistics as used in LOMAC, and also according to the CHODE critical values, who use the SMM distribution. When the test statistic is market with only one asterisk (*), the variance ratio is significantly different from one only for the test statistic as used in LOMAC.

Another interesting and important result from these tests, is that also the Dutch stock market does not seem to follow a price path that can be defined as a random walk. From table 3d panel B appears that over the whole sample period (period three), the MSCI Netherlands does not have a Variance Ratio that is according a random walk of stock prices. The random walk Variance Ratio of one is rejected for the standard normal tests statistic, and also according to the SMM statistic, even for the heteroskedasticity robust test, for the aggregation level of 2. When we look to other periods that are tested, it also appears that no evidence in favour of the Random Walk Hypothesis is found. All the three subperiods display a rejection for the null hypothesis for at least the aggregation level of two. When looking at the accumulated period two (in panel B), for aggregation level 2, it seems that this period has a Variance Ratio that does not differ much from one. However, this is only due to the fact that the first period in panel A has a Variance Ratio higher than one, and the second period has a Variance Ratio lower then one. When those two are added, the result is a Variance Ratio that does not seem to differ from one, but when this period is divided in two, the ratio does differ from one.

There are also rejections for higher aggregation levels, although there are less rejections than for the aggregation level of two. It may be concluded that also the Dutch stock market does not follow a random walk, on the basis of the LOMAC and CHODE tests. When comparing the results of MSCI Netherlands with the other MSCI indices, it also can be concluded that there is not much difference, at least it can be concluded, that as with the other MSCI indices, also for the Dutch MSCI index, there is evidence against the random walk theory.
Another similarity with the other countries is that when the aggregation level goes up, also the Variance Ratio goes up. Taking this fact in mind when looking at equation five, it can be concluded that the variance over the longer period is higher than for the short period. For investors that are thinking of investing in one of the markets researched, this can be important information. It appears that when they invest for a longer time, the variation becomes higher, and with it the risk of their investment becomes higher.

The rejection of the random walk hypothesis on the different markets, can have several impacts on international investors. For investors that want their investments safely in a country where there is no higher risk because of a certain predictability in the prices of stocks, investing in one of these countries might not be such a good idea. Instances could arise when the market does not react quickly to new information, and this could lead to unwanted price shocks.

However, for investors that seek to gain an extra return, investing in a market that does not follow a random walk, could open an extra opportunity for them. First of all, when the stock market does not follow a random walk, there should be possibilities in predicting future stock prices, and earning an abnormal return by predicting them right. When there are not many investors, and the research on the different stocks on the market is not done thoroughly, there could lay opportunities to find an abnormal return. But, since some of these markets were just opened, there could be problems with entering the market. Analyzing and trading stocks could be not as easy as on other markets. This could again lead to problems for investors, since there could be barriers prohibiting them from entering the market. But since the stock markets are working now already for quite some years, and regulations have improved over the years, there still should be opportunities for investors, since entry barriers have become lower, and the variance ratios of the latest period still provide evidence against the random walk hypothesis.
In light of the circumstances and developments in the post Soviet countries, it is remarkable that the variance ratios for these countries produce more or less similar results as the variance ratios for the Netherlands. One would expect that the variance ratios for the Netherlands would show levels that would be more in line with the random walk theory, or at least results that are more in line with this theory than for the other countries. But it should be kept in mind, that also when there is no random walk present on the market, the market itself can still be efficient.

Therefore, not only the instability on a political level and the start up problems of a stock market as witnessed in Russia, Poland and the Czech Republic can be seen as the only factors of explaining the lack of a random walk in this case. This is because in the Netherlands the stock market also does not seem to follow a random walk, and the political environment is supposed to be more stable over these years.
6.2 Forecasting ability other models
The findings in the previous test place doubts over the fact whether the indices researched follow a random walk. The model encompassing test tests whether other models can outpredict the random walk model (NAÏVE). If so, that would be another indication of non market efficiency, and that would give more support to the evidence that the relevant market does not follow a random walk.

Furthermore, as argued by Darrat and Zhong (2000) an important prelude to obtaining reliable forecasts from a ARIMA and GARCH model is to test for a unit root. When time series data have a unit root, they data are non-stationary. Of course this is a requisite of the RWH, in which the data should be non stationary. However, as Darrat and Zhong (2000) argue: “the presence of a unit-root (non stationarity) in stock prices is only a necessary (but not sufficient) condition for a random walk process.” This means that a random walk process should have a unit root, but that this is not the only condition to have a random walk.
	Table 4: Unit Root tests MSCI indices
	
	
	
	

	
	
	Stock Prices
	
	1st difference of Stock Prices

	
	
	t-statistic
	probability
	t-statistic
	probability

	MSCI Russia
	ADF test statistic
	-1.235951
	0.661
	-57.99667*
	0.0001

	
	PP test statistic
	-1.264884
	0.648
	-57.99348*
	0.0001

	MSCI Poland
	ADF test statistic
	-2.259312
	0.1856
	-60.47675*
	0.0001

	
	PP test statistic
	-2.27944
	0.1788
	-60.56208*
	0.0001

	MSCI Czech Rep
	ADF test statistic
	-0.680158
	0.8498
	-58.05391*
	0.0001

	
	PP test statistic
	-0.692344
	0.8468
	-44.84599*
	0.0001

	MSCI Netherlands
	ADF test statistic
	-1.336354
	0.6147
	-30.76919*
	0.0000

	
	PP test statistic
	-1.354357
	0.6061
	-87.54758*
	0.0001


* indicates significance at the 0.05 level.
The ADF is the Augmented Dickey Fuller test statistic. The PP is the Philips Perron test statistic. The number of lags in the testing equations are selected by the Schwarz information criterion.

As appears from table 4 the different MSCI indices all have a unit root. This appears from the Augmented Dickey Fuller (ADF) and Philips Perron (PP) test statistics. In the basic time series data, all test statistics are not able to reject the null hypothesis that there is a unit root. However, when taking the first difference of the time series data, all the test statistics reject the null hypothesis, and therefore there is no unit root, and the data are stationary.

The other models used to forecast the index values are an ARIMA and GARCH model. As can be concluded from the unit root tests, the applicable terms to specify the ARIMA and GARCH model point in the direction for 1 autoregressive term and also one moving average term. Furthermore, the first difference is taken of the data, since non stationarity appears in the datasets. This leads to a ARIMA (1,1,1) and a GARCH(1,1,1) model.

In table four the evaluation statistics are given for the different models that are being used to forecast the index levels.
As can be seen from table 5, the test statistics for the ARIMA model and the GARCH model are better than the NAÏVE model, in the case of the post Soviet countries. This evidence adds to the already existing evidence that does not favour the random walk theory for these countries. It also favours the theory that the price path followed on these markets is inefficient. Secondly, the ARIMA test statistics, are slightly better then the GARCH statistics, for the post Soviet countries. 
In the Netherlands the NAÏVE model is found to have the test statistics that approach the real index values the most. This does not have to mean that the Dutch MSCI index therefore follows a random walk, because there might be other models that do outpredict the NAÏVE model. The GARCH model seems to give better results here than the ARIMA model, and comes closer to the statistics of the NAÏVE model. This can be due to the fact that the GARCH model usually works best for more developed markets. Furthermore, because of these results the presence of a random walk on the Dutch MSCI index can be questioned, as was the case with the results of the variance ratio tests.
Table 5: Forecasting performance of alternative models

	
	
	Russia 
	

	
	NAÏVE
	ARIMA
	GARCH

	RMSE
	35.507
	28.539
	29.256

	MAE
	21.278
	16.829
	18.023

	Theil's U
	0.051
	0.0407
	0.0417


	
	
	Poland 
	

	
	NAÏVE
	ARIMA
	GARCH

	RMSE
	53.81
	38.468
	38.884

	MAE
	47.587
	28.569
	28.694

	Theil's U
	0.037
	0.0261
	0.026


	
	
	Czech Republic 
	

	
	NAÏVE
	ARIMA
	GARCH

	RMSE
	9.803
	6.883
	7.616

	MAE
	5.912
	4.312
	4.791

	Theil's U
	0.036
	0.025
	0.028


	
	
	Netherlands 
	

	
	NAÏVE
	ARIMA
	GARCH

	RMSE
	22.311
	33.693
	24.325

	MAE
	13.566
	20.959
	15.374

	Theil's U
	0.0288
	0.0434
	0.031


Naïve is the random walk model. Arima is the autoregressive integrated moving average model. Garch is the generalized autoregressive conditional heteroskedasticity model. The test statistics are calculated for the period that starts after the first 200 weeks of the dataset, till the end of the dataset. The alternative models forecast each value after the 200th week, after which for the whole period the test statistics are calculated.
	
	
	Russia
	

	
	NAÏVE
	ARIMA
	GARCH

	period 1 (29-10-1998 to 20-3-2002)
	 

	RMSE
	13.946
	9.671
	10.133

	MAE
	10.491
	6.866
	7.653

	Theil's U
	0.074
	0.051
	0.054

	period 2 (20-3-2003 to 20-8-2005)
	 

	RMSE
	18.494
	13.066
	14.352

	MAE
	13.677
	9.692
	10.786

	Theil's U
	0.043
	0.031
	0.034

	period 3 (20-8-2005 to 7-1-2009)
	 

	RMSE
	57.079
	46.716
	47.542

	MAE
	39.996
	34.09
	35.733

	Theil's U
	0.051
	0.042
	0.042

	 
	 
	 
	 


	
	
	Poland
	

	
	NAÏVE
	ARIMA
	GARCH

	period 1 (6-11-1996 to 24-11-1999)
	 

	RMSE
	47.360
	32.766
	34.108

	MAE
	37.418
	25.922
	27.306

	Theil's U
	0.043
	0.030
	0.031

	period 2 (24-11-1999 to 11-12-2002)
	 

	RMSE
	48.164
	34.091
	35.917

	MAE
	36.279
	24.438
	27.013

	Theil's U
	0.042
	0.030
	0.031

	period 3 (11-12-2002 to 28-12-2005)
	 

	RMSE
	36.344
	28.524
	27.013

	MAE
	27.776
	21.561
	19.510

	Theil's U
	0.028
	0.022
	0.021

	period 4 (28-12-2005 to 7-1-2009)
	 

	RMSE
	75.434
	53.550
	53.537

	MAE
	58.121
	42.458
	41.203

	Theil's U
	0.036
	0.025
	0.025

	 
	 
	 
	 


	
	
	Czech Republic
	

	
	NAÏVE
	ARIMA
	GARCH

	period 1 (29-10-1998 to 20-3-2002)
	 

	RMSE
	3.787
	2.768
	3.029

	MAE
	2.977
	2.154
	2.279

	Theil's U
	0.037
	0.027
	0.029

	period 2 (20-3-2003 to 20-8-2005)
	 

	RMSE
	5.436
	3.826
	4.212

	MAE
	4.021
	2.812
	3.211

	Theil's U
	0.03
	0.021
	0.023

	period 3 (20-8-2005 to 7-1-2009)
	 

	RMSE
	15.66
	10.951
	12.136

	MAE
	10.829
	7.989
	8.926

	Theil's U
	0.037
	0.026
	0.028

	
	
	
	


	
	
	Netherlands
	

	
	NAÏVE
	ARIMA
	GARCH

	period 1 (26-10-1083 to 4-3-1992)
	 

	RMSE
	5.726
	8.568
	6.182

	MAE
	1.395
	2.170
	1.541

	Theil's U
	0.021
	0.032
	0.023

	period 2 (4-3-1992 to 12-7-2000)
	 

	RMSE
	23.242
	36.233
	24.510

	MAE
	14.738
	24.239
	16.920

	Theil's U
	0.028
	0.044
	0.030

	period 3 (12-7-2000 to 7-1-2009)
	 

	RMSE
	30.464
	44.974
	33.776

	MAE
	21.899
	32.192
	24.691

	Theil's U
	0.029
	0.044
	0.033

	
	
	
	


6.3 Model encompassing test

In table 6 the results from the encompassing tests can be found. The results from these tests are not straightforward. As can be found for different countries, no other model is able to encompass (outpredict) the naïve model. The models that outpredict another model is the NAÏVE and GARCH model that both outpredict the ARIMA model. This is only the case for Russia and Poland. With Poland and the Netherlands, there are no models found that outpredict another model. The results from the model encompassing test are contradicting with the test statistics of the previous test, for Russia and Poland that is. The results in this test are quite close to each other, and making conclusions only on the basis of this test should be done with care. The result show that there is not one real ‘winner’, and that it remains hard to say whether the NAÏVE model is actually a reasonable choice for predicting the price paths. In this test the result only implies that the NAÏVE and the GARCH model provide better forecasts than the ARIMA forecasts. It does not put any value of how good the predictions of the NAÏVE and GARCH model itself actually are. For this question, the test statistics of the different models as computed in Table 5 provide a better answer. 
As it seems from the other tests, doubts should be placed over the correctness of the NAÏVE model, also keeping in mind the results from the Variance Ratio tests. And as implied by the joint hypothesis problem, that the NAÏVE, GARCH or ARIMA model seems to explain forecasts better in a certain test, does not imply that this is the right model for predicting stock prices. It only implies that one model seems to do better than another model. There can always be models that are able to forecast the returns of stock markets more correct.
Table 6: Encompassing test MSCI indices

	MSCI Russia
	 
	 

	dependent variable: forecasting errors from
	independent variable: forecasts from

	
	naïve
	arima
	garch

	naive
	 
	0.000261
	-0.000682

	arima
	-0.009951*
	 
	-0.010819*

	garch
	-0.006168
	-0.006137
	 


	MSCI Poland
	 
	 

	dependent variable: forecasting errors from
	independent variable: forecasts from

	
	naive
	arima
	garch

	naive
	 
	0.000227
	0.000109

	arima
	-0.006429*
	 
	-0.006508*

	garch
	-0.001864
	-0.001828*
	 


	MSCI Czech Republic
	 
	 

	dependent variable: forecasting errors from
	independent variable: forecasts from

	
	naive
	arima
	garch

	naive
	 
	-0.000938
	-0.000949

	arima
	-0.005655*
	 
	-0.005662*

	garch
	0.000231
	0.000233
	 


	MSCI Netherlands
	 
	 

	dependent variable: forecasting errors from
	independent variable: forecasts from

	
	naive
	arima
	garch

	naive
	 
	0.000088
	0.000064

	arima
	-0.003522*
	 
	-0.003630*

	garch
	-0.011196*
	-0.011148*
	 


            * Indicates statistical significance at the 0.05 level.
6.4 Diebold Mariano test

In the table below, the test statistics of the Diebold Mariano test are given. For Poland and the Czech Republic, the ARIMA model gives better forecasts than the GARCH model. For the Netherlands, the GARCH model gives better forecasts then the ARIMA model. When it comes to the results where the NAÏVE model is involved, for Russia, Poland and the Czech Republic, the NAÏVE model is found to produce worse forecasts then the other forecasting models according to this test. However, when it comes to the Netherlands, the NAÏVE model actually produces superior forecasts than either the ARIMA or the GARCH model. These results are in line with the results of the other test statistics which can be found in table 4.
Since the test results from the test statistics as in Table 5, the encompassing test, and the Diebold Mariano test, are not producing results that clearly give one model that produces the best forecasts, conclusions about which model works best should be handled with care. In greater perspective, saying if another model gives forecasts that are better than the forecasts from a random walk, should also be made carefully. But it remains, that for each country results are found that point against the RWH. And the amount of these results is higher for the former Soviet countries, than for the Netherlands. Because the test statistics when comparing the predictive power and the Diebold Mariano test statistics, actually provide evidence in favour of the existence of the random walk theory in the Netherlands, and therefore also a market that could be more efficient than the others.
Table 7: Diebold Mariano test statistics
	 
	ARIMA-GARCH
	ARIMA-NAÏVE
	NAÏVE-GARCH

	Russia
	-1.314
	-11.350*
	7.482*

	Poland
	-19.296*
	-85.300*
	82.494*

	Czech Republic
	-6.058*
	-11.246*
	9.801*

	Netherlands
	13.829*
	8.252*
	-2.266*

	Indicates significance at the 5% level
	


6.5 Explanations for the lack of a random walk

As appears from the results of the different tests, it is highly likely that several markets do not follow a random walk. There are also several explanations why this is the case. The first reason why there is a lack of a random walk can be because of infrequent trading. As mentioned by Lo and MacKinlay (1988), this can have an effect on the autocorrelation. When information is not directly absorbed by stock prices, instances could arise where people can exploit these time frames in which the information is not yet absorbed, and possibilities to predict stock prices also arise. 

Furthermore, an explanation may lie in the behavioural aspects of parties that are involved in the stock markets. Investors for example, tend to overreact to private information, as found by Daniel, Hirshleifer and Subrahmanyam (1998). And prices in the long run tend to reverse this overreaction. 

Another explanation, and specifically for this case an interesting one, is that emerging markets may have market imperfections because they are new and have to develop the legal structures and improve transparency. In this way information could be absorbed quicker and there would be no possibilities to take advantage of the predictability of the stock prices. Next to this, as mentioned before, the lack of political stability and therefore the lack of stability in the business environment, also can contribute to inefficiency.
It is hard to say what is the main factor explaining the autocorrelation observed in the variance ratios. However, it is unlikely that all the predictability in stock returns can be explained by the effect of infrequent trading. This is because Lo and MacKinlay (1988) find that to have a 2.1% weekly autocorrelation, 10% of the stock should not be traded each day. Since the levels of autocorrelation are regularly higher then this 2.1%, it makes it more unlikely that all of the predictability is due to this effect.
6.6 Integration tests
In table 5 the results are given for the Johansen cointegration test. Between the different countries, only Russia and Poland are found to be integrated. And then only according to the trace statistic, and not the eigenvalue statistic, that is slightly higher. Interesting to see also is that the Netherlands is not cointegrated with any of the Eastern European countries, or with Russia. Whereas, Poland and Russia share an integration relationship at the 5% level and the Czech Republic and Poland share a relationship that is significant at the 10% level. It seems thus that the Netherlands stands aside of the other markets in the test, and that Russia, Poland and the Czech Republic have some cointegration relationships, albeit not so obviously significant. When looking at the different subperiods, the results are not providing proof for a lot of integrating relationships. There is only one cointegrating relationship found, namely between the Netherlands and Poland, for the last period. However, this relationship is interesting. It is a relationship among a former Sovietic country, and a Western market. It also is the in the latest period. This cointegrating relationship can be explained by the further development of the EU, and the integrating development of its different member states. Also when one looks to the relationship between the Czech Republic and the Netherlands, the probability of an integrating relationship is closer to the critical level in the last period, then in previous periods. This also goes for the relationship between Poland and the Czech Republic. This effect can be due, as already mentioned, to the further integration between different EU members.
From these results, the conclusion can be made that the Russian market and the market of the Czech Republic are not integrated with the Dutch stock market. This also was the case for the Polish market, however in the third period in the research, there is a cointegrating relationship found between the Netherlands and Poland.

There could be several explanations why the stock markets of Russia and the Czech Republic (and for a large extend also the Polish market) are not integrated with the Dutch stock market. The economies in the countries are quite different. Where the Dutch market was already more developed, the other economies had to catch up. The Dutch economy did not have so many links to the former soviet countries in the beginning. Now that the Czech Republic and Poland have joined the EU, the result of more integration can be seen from the results, as discussed before. The relationship between the eastern countries is more obvious. The markets of Russia and Poland are, by history, more linked to each other. There could also be thought of other explanations for these results that have to do with the different political risks in the different countries or different liquidity risks. The question remains of course, if these countries are integrated with other world markets. But only from these results, a conclusion can be made that it still remains interesting for foreign investors, to invest in Russia, and to a lesser extent the Czech Republic and Poland to obtain diversification benefits.. The level of diversification benefits will probably become smaller when investing in Poland and the Czech Republic. Furthermore, since the integration relationships between Russia, Poland and the Czech Republic are not found between each couple of countries, it is also advisable to diversify over the three different countries. When for example, one invests for example in Russia and the Czech Republic, diversification results seem to be better then when one invests in Russia and Poland
Table 8: Johansen Cointegration test
	Cointegration relationship
	Eigenvalue
	Trace/Eigenvalue Statistic
	Probability

	russia poland
	trace
	0.00368
	16.05715
	0.0411*

	 
	eigenvalue
	0.00368
	13.48265
	0.0662

	Period 1
	2/1/95-25/8/99
	0.00201
	4.213678
	0.8855

	Period 2
	26/8/99-5/5/04
	0.002529
	3.652107
	0.9296

	Period 3
	 6/5/04-8/1/09
	0.005086
	6.873705
	0.5924

	
	
	
	
	

	russia neth
	trace
	0.001095
	5.391378
	0.7659

	 
	eigenvalue
	0.001095
	4.001501
	0.8592

	Period 1
	2/1/95-25/8/99
	0.002037
	3.320352
	0.9505

	Period 2
	26/8/99-5/5/04
	0.003293
	4.096026
	0.8956

	Period 3
	 6/5/04-8/1/09
	0.007036
	8.594356
	0.4042

	
	
	
	
	

	russia czech
	trace
	0.001618
	7.042956
	0.5726

	 
	eigenvalue
	0.001618
	5.921554
	0.6233

	Period 1
	2/1/95-25/8/99
	0.004695
	7.154357
	0.5598

	Period 2
	26/8/99-5/5/04
	0.009487
	11.66292
	0.1738

	Period 3
	 6/5/04-8/1/09
	0.005086
	6.873705
	0.5924

	
	
	
	
	

	poland czech
	trace
	0.003419
	14.34514
	0.0739

	 
	eigenvalue
	0.003419
	12.52591
	0.0924

	Period 1
	2/1/95-25/8/99
	0.010488
	15.06577
	0.0579

	Period 2
	26/8/99-5/5/04
	0.002355
	2.906691
	0.971

	Period 3
	 6/5/04-8/1/09
	0.008831
	12.88401
	0.1191

	
	
	
	
	

	neth czech
	trace
	0.001122
	4.423835
	0.8665

	 
	eigenvalue
	0.001122
	4.100238
	0.8486

	Period 1
	2/1/95-25/8/99
	0.004392
	5.797281
	0.7193

	Period 2
	26/8/99-5/5/04
	0.004017
	5.541494
	0.7489

	Period 3
	 6/5/04-8/1/09
	0.008915
	11.51084
	0.1819

	 
	 
	 
	 
	 

	neth poland
	trace
	0.00128
	8.318439
	0.432

	 
	eigenvalue
	0.00128
	5.347401
	0.6975

	Period 1
	2/1/95-25/8/99
	0.005194
	6.773519
	0.6041

	Period 2
	26/8/99-5/5/04
	0.004339
	7.963303
	0.4693

	Period 3
	 6/5/04-8/1/09
	0.021396
	26.83568
	0.0007*


* indicates significance at the 0.05 level. For the cointegration relationships calculated for the different periods, the trace statistic is used. In the cases for the different periods, the trace and the eigenvalue statistic give the same result regarding significance at the 0.05 level.
7. Conclusion
The main finding in this paper is that there is evidence that the stock markets of Russia, Poland, the Czech Republic and the Netherlands are not following a random walk. In a lot of instances, the random walk theory is rejected for shorter aggregation levels, according to the test of LOMAC, and also by the tests that use other models to forecast stock returns. For the LOMAC variance ratio results, there is not much difference between the rejections of the random walk hypothesis for the former Sovietic countries and for the Netherlands. Therefore it can be stated that the causes for the absence of a random walk could lie beyond the notion of market efficiency. When one would expect the Dutch market to be more efficient (due to more transparency, a higher quantity of investors, good information availability etc.) this is not projected in the results of the random walk tests. It also has to be stated, that when a market does not follow a random walk, that it should be inefficient. So the causes for the lack of a random walk could be a lack of market efficiency, but also could well have other causes, as discussed previously in this paper. The results from these tests imply however, that there should be an economic model that takes into account the autocorrelation.
When regarding the other models used to predict the returns on stocks, there is also quite some evidence that the other models (ARIMA and GARCH) produce better forecasts that the random walk model (NAÏVE). However, this evidence is mainly focused on the former Soviet countries. When it comes to the Netherlands, in two tests (the test statistics in table 5 and the Diebold-Mariano test in table 7) the NAÏVE model produces better forecasts than the other forecasting models. This could mean that the NAÏVE model is actually the right model, and that the Dutch stock market follows a random walk, and therefore would be efficient according to the EMH. However, this conclusion can not be made. There are other tests (LOMAC variance ratio test, encompassing test) that provide different evidence. Furthermore, there still can be other models that provide better forecasts than the NAÏVE model, which are not used in this research.
There are not many integration relationships found between the different countries. There are some relations between the former Soviet countries, of which the relationship between Poland and Russia is the only relationship significant at the 5% level. Another interesting point in light of the European integration, is that it seems that Poland and the Czech Republic are becoming more integrated with the Netherlands.
For investors there are still interesting possibilities. Since there is a certain amount of autocorrelation, there are also possibilities to predict stock prices, and earn an extra return on your investment. Over the years, the risk of investing in Russia, the Czech Republic and Poland, also seemed to have diminished. For example the legal rights protecting shareholders are better now, then when the markets just opened. Besides this, the results from the cointegration test also imply that it is beneficial for investors to diversify there money if they are thinking to invest in one of the countries researched. When investing in Eastern European countries and Russia, there can be diversification benefits if one diversifies his money, since the integration relationships between those countries is not as high as one maybe would assume.
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Appendix
	 
	Russia
	 
	 
	 
	 
	 

	 Mean
	0.002739
	-0.08434
	0.149098
	0.001034
	0.197814
	0.633183

	 Median
	0.005513
	-0.18899
	0.299939
	0.000488
	0.147985
	0.679035

	 Maximum
	0.013547
	1.000453
	1.361345
	0.099767
	0.916615
	1.367079

	 Minimum
	-0.073251
	-0.98215
	-1.23373
	-0.00606
	-0.69649
	-1.78943

	 Std. Dev.
	0.01092
	0.64151
	0.700528
	0.004937
	0.16077
	0.29328

	 Skewness
	-3.603141
	0.274619
	-0.36959
	14.32374
	0.941174
	-2.5133

	 Kurtosis
	17.70804
	1.792681
	1.792424
	249.132
	5.138847
	15.28994

	 Jarque-Bera
	8125.949
	53.29163
	60.72327
	1859958
	245.9048
	5340.705

	 Sum
	1.991212
	-61.3129
	108.394
	0.75183
	143.8108
	460.3243

	 Sum Sq. Dev.
	0.086566
	298.7741
	356.277
	0.017697
	18.76485
	62.44544

	 Observations
	727
	727
	727
	727
	727
	727


	 
	Poland
	 
	 
	 
	 
	 

	 Mean
	0.001155
	0.090191
	-0.07211
	0.000466
	0.089302
	0.676844

	 Median
	0.002484
	0.223418
	-0.14556
	0.000173
	0.090699
	0.777653

	 Maximum
	0.017785
	0.999839
	1.268148
	0.011523
	0.567431
	1.220082

	 Minimum
	-0.025836
	-1.03172
	-1.06952
	-5.06E-04
	-0.25667
	-1.23817

	 Std. Dev.
	0.004791
	0.655343
	0.682987
	0.000954
	0.108238
	0.403847

	 Skewness
	-1.343105
	-0.2306
	0.140959
	5.086256
	0.464457
	-2.94552

	 Kurtosis
	5.917569
	1.590448
	1.659749
	40.0572
	4.419393
	11.90888

	 Jarque-Bera
	544.5799
	76.15879
	64.94784
	51131.29
	99.6354
	3949.759

	 Sum
	0.959793
	74.94885
	-59.9194
	0.387191
	74.21012
	562.457

	 Sum Sq. Dev.
	0.019052
	356.464
	387.1713
	0.000755
	9.72382
	135.3667

	 Observations
	831
	831
	831
	831
	831
	831


	 
	Czech
	 
	 
	 
	 
	 

	 Mean
	0.001383
	0.134681
	-0.13892
	0.000684
	0.199275
	0.373384

	 Median
	0.002085
	0.445374
	-0.45567
	0.000351
	0.197956
	0.538583

	 Maximum
	0.023549
	1.076733
	1.115153
	0.014244
	0.514445
	1.62638

	 Minimum
	-0.038998
	-1.00232
	-1.29703
	-0.00094
	-0.49828
	-1.33501

	 Std. Dev.
	0.006207
	0.724349
	0.757645
	0.001159
	0.10569
	0.455008

	 Skewness
	-2.212651
	-0.30906
	0.353489
	6.347687
	-0.372
	-2.07101

	 Kurtosis
	12.16563
	1.434248
	1.521342
	58.65872
	5.192322
	6.88341

	 Jarque-Bera
	3137.975
	85.83597
	81.37093
	98722.53
	162.3579
	976.5168

	 Sum
	1.005412
	97.91282
	-100.996
	0.497242
	144.873
	271.4504

	 Sum Sq. Dev.
	0.027974
	380.9187
	416.7425
	0.000975
	8.109742
	150.3053

	 Observations
	727
	727
	727
	727
	727
	727


	 
	The Netherlands
	 
	 
	 
	 

	 Mean
	0.001199
	0.012104
	-0.02375
	0.000106
	0.151793
	0.702754

	 Median
	0.00265
	0.063322
	-0.10301
	5.92E-05
	0.146867
	0.769123

	 Maximum
	0.043992
	1.003485
	1.09987
	0.003749
	0.629089
	1.942727

	 Minimum
	-0.210293
	-1.03021
	-1.05457
	-0.0007
	-0.32802
	-1.01844

	 Std. Dev.
	0.008055
	0.708258
	0.715257
	0.000192
	0.137211
	0.263189

	 Skewness
	-14.11832
	0.016096
	0.001116
	7.604853
	0.335145
	-1.76616

	 Kurtosis
	336.6383
	1.397087
	1.434189
	115.0198
	2.673682
	9.615802

	 Jarque-Bera
	7053701
	161.7189
	154.2571
	804061
	34.96733
	3538.819

	 Sum
	1.811083
	18.27713
	-35.8631
	0.160149
	229.2075
	1061.158

	 Sum Sq. Dev.
	0.097899
	756.9583
	771.994
	5.55E-05
	28.40985
	104.526

	 Observations
	1510
	1510
	1510
	1510
	1510
	1510


 






_1298726393.unknown

_1298793744.unknown

_1298797268.unknown

_1298807065.unknown

_1298807137.unknown

_1303202744.unknown

_1303203525.unknown

_1304258111.unknown

_1303202782.unknown

_1303202885.unknown

_1303202903.unknown

_1303202775.unknown

_1303202141.unknown

_1303202177.unknown

_1303202124.unknown

_1298807114.unknown

_1298807127.unknown

_1298807091.unknown

_1298807098.unknown

_1298807083.unknown

_1298806120.unknown

_1298806384.unknown

_1298806396.unknown

_1298806316.unknown

_1298805982.unknown

_1298806076.unknown

_1298797546.unknown

_1298796180.unknown

_1298796723.unknown

_1298796792.unknown

_1298796859.unknown

_1298796801.unknown

_1298796813.unknown

_1298796448.unknown

_1298796580.unknown

_1298796689.unknown

_1298796345.unknown

_1298793791.unknown

_1298796166.unknown

_1298795328.unknown

_1298793753.unknown

_1298793140.unknown

_1298793472.unknown

_1298793480.unknown

_1298793150.unknown

_1298793454.unknown

_1298726497.unknown

_1298793019.unknown

_1298793008.unknown

_1298726407.unknown

_1298723686.unknown

_1298725130.unknown

_1298725520.unknown

_1298725545.unknown

_1298726014.unknown

_1298725506.unknown

_1298724936.unknown

_1298724978.unknown

_1298724083.unknown

_1298723146.unknown

_1298723429.unknown

_1298723507.unknown

_1298723354.unknown

_1298722979.unknown

_1298723089.unknown

_1298722784.unknown

