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1. Introduction

Today, the world economy is in the middle of a financial crisis  with a magnitude which has not been witnessed since the great depression. What started in the summer of 2007 as a credit crunch has evolved into a serious contagion of the real economy. The primary cause of the credit crunch was the falling house prices in the US. Because a large number of financial institutions all over the world held investment positions in the US mortgage market, the increased default rates on mortgages made it necessary for these banks to write down on their portfolios. Balance sheets of the banks involved took a serious hit and the mandatory capital reserve ratios were broken. The interbanking loan market completely dried up, as banks had no confidence in the capital reserves of its counterparties, partly due to their opaque investment positions in the troubled mortgage market. The available macro economic data so far is unambiguous, worldwide stock markets have plunged (figure 1), world trade volumes are down (figure 2) and many western countries are officially in a recession (see Appendix A.1 for a  map of countries officially in recession).
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Figure 1: MSCI World index, period 04-04-2005/01-04-2009
    Figure 2: World Trade Volumes
There are many consequences of the crisis, such as companies having difficulties refinancing their debt and layoffs of employees in all sectors.  However, the biggest problem for financial institutions, private businesses and households is the insecurity about the future. Government around the world have been pouring billions of dollars in the market, to restore market confidence, with no significant success yet. Focusing on the 2008 crisis questions about the how’s and who’s start to rise. In this thesis we are interested in the role of the financial sector, banks in particular. The purpose of this thesis is to investigate if the resolutions of governments, such as bailing out banks in crisis, are correct. 
Banks core function was to “transform illiquid assets into liquid liabilities” (Diamond and Dybvig 1983), in other words lending out money to consumers who needed the money in one period using money of consumers earning money in this period but consuming it in next period and vice versa. This efficient allocation of capital was one of the pillars supporting the economic prosperity of the last century.  Together with the globalisation of the world, banks became internationally active financial institutions which were active in fields far away from their original business model. Banks being more deeply integrated, the society increased the dependency on them. In an attempt to stop the contagion of the financial crisis to the real economy, governments started to participate as a lender of last resorts towards some important financial institutions. In ordinary industries government intervention would be seen as a violation of the free market discipline. However, the financial sector is thought to have an important social role in our economic life, making it indispensable. Banks are needed to facilitated trade, payments, savings and credit. Without these services the economic life of the western world will come to a halt. Apart from this dependency on banks there is another force at play, confidence. Depositors assume their savings to be safe when put in a bank. As long as all depositors have confidence in their banks there is no problem. However, if for any reason this confidence disappears, causing depositors to withdraw their money, banks will immediately become insolvent. Through different linkages, for example
: the interbanking market; syndicated loans; deposit interest rate risk, banks are connected. These connections cause the banking industry to be vulnerable for contagion. As will be discussed later in this thesis, contagion is indeed a prominent problem of the banking sector, which makes it hard for governments to treat this sector as any other. A term widespread used to capture the risk of a financial meltdown is systemic risk. With systemic risk we mean the risk of a system wide meltdown, initially caused by a idiosyncratic event, contaminating the industry through different linkages. Governments monitor and occasionally intervene in the banking market in order for systemic risk to stay low. We are particularly interested in these interventions of governments. Research (see Kaufman 2002) has shown that governments usually intervene through the larger banks of the industry in order to keep the systemic risk low. Governments apparently think that it is most efficient, in case of financial turmoil, to bail out large banks. The rationing seems clear, large banks have the most linkages to other banks; have most depositors; have a significant role in the payment system. In fact, they are often referred to as “too big to fail”(TBTF). On first sight it is logical for governments to bail-out the larger banks, however, a more thorough look brings up some negative side effects of this unwritten rule. For example, it encourages a moral hazard problem, where bankers assuming a bail out by government in case of insolvency might take on more risk in attempt to get higher return/bonuses. Another example is the bigotry towards small banks, for whom it is more difficult to attract long term capital. Through the theoretical road of financial contagion, the role of regulators and their policy responses, we want to show the impact a bank failure could have on the financial sector. The goal of this thesis is to  explain systemic risk in banking, as well as to provide a tool for the regulators to support their decision whether to bail out large financial institution or not. This topic is difficult to investigate as there is no consensus on the measure of systemic risk, the contagion effects of banks on each other as well as to the real economy. Focussing on financial contagion among banks  it is proved to occur faster, more severe and leaving more trouble behind (see Kaufman 1994). 
Several studies attempted to solve these issues. In this thesis we first discuss these attempts after which we will introduce a novel technique to quantify the contagion effect of one bank on the system. We named our measurement, the Bank Contagion Index, which is an unified measure assuming heavy tailed return distribution. Several studies, see Campbell, Lo and Mackinlay (1998), proved the existence of heavy tails in asset return distribution. We show that by using the Extreme Value Theory it is possible to measure the effect of one bank failure on the number of failures in the rest of the system. Altogether we will answer the why, the who and the when, a bank is “too big to fail”. We used our measure for three different regions: Germany, Switzerland and the US. For each region (where available), we investigated the 10 largest quoted banks plus 5 other randomly selected small banks were investigated during several time frames, all between 1975 and 2009.  Using this dataset, we show that interregional contagion is significantly lower than within regions. Furthermore we see that within time the contagion effects are increasing for all three regions. Comparing the market value of each bank with their Bank Contagion Index we see that only in Germany “size matter”. In the US, interestingly enough other factors are at play. Finally we conclude that bail outs by government are necessary however they should be handled with care.

The remainder of this thesis is divided in 4 sections. Section 2 discusses the theoretical background and provides a literature review concerning the financial crisis. Through this review we will show the different theoretical models that were developed to explain and predict financial crisis and what the corresponding policy responses are. Section 3 introduces our empirical study. We explain the basics of Extreme Value Theory and introduce our novel measure together with the dataset on which we applied our measure. Section 4 discusses the results we found. Finally, Section 5 makes the conclusion from the research performed.
2. Literature review and theoretical background
In this section, a selection of the literature on financial crisis and systemic risk will be reviewed, discussing history, reasons, and impact of previous and current financial crises on the economy. Also, we will look at the financial regulation policy in the past and future. The difficulties regulators faces during crisis, as well as during economic booms stem from the complexity of investigating financial crisis and the lack of objective measurement with respect to contagion effects. Hence, we attempt to create such a measure. 

2.1 Introduction to financial crises

In the past century there have been many financial and economic crises around the world, with the first record in 1819
. Even though the history exhibits that after an upturn there will be a downturn it is difficult to acknowledge this fact without sound evidence on the future behaviour of this cycle. A curious phenomena of a crisis is that we do not or do not want to see it coming. As said by Chuck Prince a former CEO of Citigroup in July 2007 “As long as the music is playing, you've got to get up and dance. We're still dancing.”
. In this thesis we will focus on financial crises, however, we acknowledge that most of the financial crisis have a spill-over effect on the real economy, hence a financial crisis often end up being a wider economic crisis. Before we investigate different crises, let us look at the definition of a financial crisis, we use the one formulated by Richard Portes of the London Business School. “A financial crisis is a disturbance to financial markets that disrupt the market’s capacity to allocate capital- financial intermediation and hence investment come to a halt.
” Every crisis has its own background and own causes, and  unfortunately for the regulators most crises have something unique about them. However, in the literature there are several types of financial crises identified,  we will now discuss the most important ones.
2.1.1 Different types of financial crises

· A speculative attack on the currency is usually initiated when investors lose their faith in the currency and start dumping it. In most cases it occurs when a currency is pegged to another currency. The fixed exchange rate is more vulnerable to a speculative attack because of the large amounts of reserves necessary to hold the fixed exchange rate. Krugman (1979) was one of the first to introduce the thought that governments with large currency reserves are vulnerable to speculative attacks. He introduced the model “Balance-of-Payments crisis”, in which he tries to capture the psychology of speculators in a formal model to predict and understand a speculative attack. A famous example where a successful attack on the currency left the country into a recession was the attack on the Sterling Pound in 1992. On black Wednesday  (16-09-1992) the Sterling Pound fell 10%. The market did not agree on the value of the pound compared to the European Exchange Rate Mechanism (ERM), to which the pound was pegged, and started dumping the Pound. The British treasury tried to stop it, by buying up more pounds, but could not enforce the peg any longer. In the aftermath of this speculative attack Britain entered a period of strong recession.

Another example in which an attack not only led to an economic downturn but also to a serious financial crisis was the attack on the Russian Ruble. In the middle of 1997, after the start of the Asian crisis(see section 2.1.5 for detailed information), the Russian Ruble was under serious pressure. Russia pegged the Ruble artificially high to some western currency, which involved large currency reserves to maintain this peg.  Investors started to dump the currency. To maintain the peg the Russian government was obliged to buy there currency, spending almost all there foreign currency reserves, after which investors lost complete confidence in the Russian economy leading to a single day negative return of 65% on the stockmarket. Again what started as an attack on the currency led to a financial and economic crisis.
· Bank run: 
Usually a bank run occurs when there is a lack of confidence in a bank or in the financial system as a whole. In times of financial crisis we often observe a “flight to quality”, where people start putting their money on safe bets like government bonds. During this “flight to quality” depositors are also closely observing their banks and in case they start doubting the credibility of it, a bank run occurs. A more comprehensive and less psychological way of explaining bank runs was introduced by Diamond and Dybvig (1983), which assumed that bank runs are caused by a shift in expectations depending on almost anything. This is consistent with the observed irrational behaviour of people suddenly withdrawing their cash. 
· The collapse of asset prices:
In prospered economic times, asset prices increase as long as booming economic activity increases available income and hence demand for consumption and investments, leading to higher (asset) prices. However, it is important to keep a healthy balance between the increase in asset prices and an increase in economic added value. It is a simple economic thought that higher asset prices should be originated by higher productivity or higher total output. However, due to an increase in available credit and speculation, asset prices surge while production and productivity stays the same, creating a bubble which eventually will burst and create a crisis. Unfortunately it is difficult to distinguish between speculation and productivity growth. Once asset prices starts to fall, a chain reaction encounters. For example, homeowners defaulting on their credit leading to a decrease in consumer spending and (corporate) investments. When economic growth comes to an end, together with a lack of confidence, we have all the ingredients for the start of an economic crisis. 
Unfortunately, most crisis exhibit several of the trigger-factors, described above, at the same time, making it harder to foresee and prevent them. Nevertheless, regulators try to learn from every crisis in order for it not to happen again in the future. The problem though is that during boom period the atmosphere is so (over)optimistic that it is easy to forget the possibility of a downturn. It is an economic basic that after a boom market a contracted market follows, it is part of the business cycle, as described by Burns and Mitchell (1946). 
Friedman and Schwartz (1963), Bernanke and Gertler (1989) regard that financial crises occurs as a cause of economic fluctuations, which proves the existence of this cycle of boom and contracted market. Another point made by Friedman et al (1963), are the effects these financial crises have on the real economy. They found that financial crises lead to higher costs of intermediation and restrict credit, which, eventually, leads to a period of low or even negative growth and recession. Other research see the financial crises as random events which are unrelated to the real economy (Kindleberger 1978) or as self-fulfilling prophecies (Diamond and Dybvig 1983).
2.1.2 Predicting a financial crisis
The theory about financial crisis determinants is widespread, many factors are thought to have predictable power. However, only a few are measurable variables and have passed the empirical tests. We divided the determinants in two categories, the macroeconomic factors and the financial factors. 

Macroeconomic factors: 
· GDP growth: GDP growth rate provides a general illustration of the economic condition in which the country is. In case of negative growth, obviously, the whole economy is more vulnerable for a crisis including the banking system.  Results of Demirgúc-Kunt et. al (1998)  shows that this it is an important explanatory variable to predict a crisis.  
· Short-term interest rates: banks habitually have a balance sheet consisted of long term assets financed with short-term(depositors) and long-term liabilities. There often exists a discrepancy between the maturities of the asset and liabilities side of the balance sheet, making banks vulnerable for interest rate risk. It is thought that in case of an increase in interest rates banks have to, due to competition, pass this increase through to the depositors. Even if banks would have the possibility to pass this interest rate increase on to their borrowers it will still hurt their balance sheet because of the larger portion of nonperforming loans. So their exists a negative interest rate effect. Mishkin (1996) found that most banking panics in the US were preceded by an increase of short-term interest rates. Questionable are the reasons why interest rates increased, according to Galbis (1993) it is best captured by the inflation rate, restrictiveness of monetary policy, increase in international interest rates and removal of interest rate controls. Another reason is found by Kaminsky and Reinhart (1999), who argue the need to defend the exchange rate against speculative attacks using short-term interest rates.
· Inflation: A successful stabilization of inflation in countries with historically high inflation puts the banking sector in trouble, see English (1999). Chronic high inflation seems to be associated with an extravagant financial sector, as they can profit from the float on payments. Cutting of these profits, by lowering inflation, tends to create problems at banks primarily depending on these revenues. A remedy against inflation is increasing the short-term interest rates by central banks, which as discussed above may well cause a financial  crisis
Financial variables:
· Capital ratio’s of the banking system: given external economic shocks bank systems with low capital ratio’s are thought to be more vulnerable for a banking crisis. It might sound logical, however, in times of economic prosperity people tend to forget this fundamental factor.
· Decline in asset prices: as explained in previous section, declining assets prices are often followed by a financial or economic crisis. So, observing a decline in assets prices should ring alarm bells.
· Exchange rates: banking systems in countries without an internationally strong currency, often need to raise their capital in foreign currencies at the same time, lending in the domestic currency, making the banks vulnerable to shifts in the exchange rates. Sudden shifts in the exchange rate can weaken the capital position of the bank, eventually causing solvency problems. Calvo (1996) introduced the ratio M2
 against foreign exchange reserves as a repressor, proving a significant relation between the ratio and the chance of financial crisis. 
· Private debt ratio: in case of high private debt ratio it is assumed that it will have a negative impact on the stability of the financial system. In fact, due to high debt ratio the chance increases that consumers will default on their debt burden resulting in losses for the banking system, hence in case of a country- or global wide problem the whole system can me destabilized, see Caprio and Klingebiel (1996).
Demirgúc-Kunt et. al (1998)  used a multivariate logit econometric model to prove the relation between these determinants and the state of the financial industry. For the period from 1980 to 1994 they found significant predictable power for all 7 variables discussed above. A more recent work done by Leaven (2008) shows that out of 42 banking crises episodes (in the period 1970 till 2007), one-third was preceded by an increase of available credit and the surge of asset prices. Making it the strongest indicator for a financial crisis, which is consistent with Demirgúc-Kunt et. al (1998). Both studies show, for a different timeframe, the possibility to predict a crisis by monitoring the discussed variables. However, market participants forget about previous crises during an economic boom. Stubbornness seem to dictate in times of economic boom, closing the eyes for an eventual downturn.  
2.1.3 Contagion in the financial industry
As will be discussed in this section, contagion plays an important role in the financial sector. We use the term contagion as defined by Kaufman (1994), “contagion is a term used to describe the spill-over of the effects of shocks from one or more institutions to others”. There are two types of contagion identified in the literature (Lang and Stulz, 1992; Aharony and Swary, 1983), industry specific and bank specific contagion. Industry specific which is also called non-informational contagion occurs when information about one firm adversely affects all other (healthy) firms. This homogeneous view of the industry is argued to be an irrational one. Firm specific contagion is more rational and argues that new information about a firm  will only affect firms with the same characteristics. 

The literature identified three categories of contagion. First is the contagion due to the homogeneous characteristics of banks, as part of the industry specific contagion. Second is the physical linkage, as banks are connected through interbanking markets or other physical channels. Third is the psychological linkages, banks are dependent on confidence a sudden drop in confidence can create a irrational panic. All three categories can cause a spread of insolvency among the industry. From these three categories the second one is the most tangible, as financial linkage is measurable.  Examples of financial linkage between banks are: the interbanking market; syndicated loans; deposit interest rate risk. Through the development of new businesses, engaging the efficient allocation of capital, a spider web of connections among banks was created, increasing the financial exposure to each other. For the psychological linkage we describe one general link and one specific link. The general link is the irrational decision-making of investors and depositors. It can be explained by the importance of confidence needed in the financial sector. The idea of queues in front of the bank office to withdraw money are bankers and regulators worst nightmare. However the rationing behind this behaviour is understandable, when people lose their confidence in a bank they want to get their money back before the bank fail. This rationing leads to a prisoners dilemma, in which the dominant strategy is to withdraw money, hence a bank run will occur. The specific link is first introduced by Kodres et al. (1999), the cross market rebalancing risk. It takes into account the behaviour of  investors responding to shocks in one market by readjusting their portfolios in other markets, leading to a spill-over effect from one market to the other. Portfolio rebalancing is most dangerous in markets with information asymmetries.  In that case the price movements are inflated because the order flow is thought to contain information, causing panic among investors. 
Empirical work investigating the physical linkage and the evolution of it in particular, consist of two streams. First stream argues that the increasing number of linkages are positive as the pain of a crisis (exogenous cause) at a financial institution can be spread among more banks. More banks will suffer, however no bank will suffer too much to fail. Second stream argues that a small number of linkage is desired as only a few banks would suffer, eventual bankruptcy will not disturb the whole market. Figure 3  shows how both types looks like in an abstract way:
Figure 3:  Different linkages between Financial institutions
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Source: Allen and Gale (2000)

Empirical research about these types of financial linkages has been done by, Allen and Gale (2000), among others. Concerning the two types of linkages as in figure 3, Allen and Gale found that a system with a large number of linkages has more chance to sustain than a system with small number of linkages. Allen and Gale investigated the financial contagion assuming complete information for all the agents and did not encounter currency rate risk. They modelled financial contagion as an equilibrium phenomenon and focussed on the contagion between geographical regions. Because of the imperfect correlation of the liquidity preference shocks across regions, banks hold interregional claims on other banks to insure themselves against liquidity preference shocks. This encounter that a small liquidity preference shock in one region can spread by contagion throughout the economy in different regions.  They conclude that the risk of contagion depends on the structure of the interregional claims. The more complete the markets are linked the lower the systemic risk, because the pain is spread among more banks. Even though this study was done on an interregional scale it is widely accepted that the same holds for local contagion. Another vision is defined by de Vries (2002) who argues that the case of Allen and Gale holds, unless the original crisis is not too extreme. Using the Extreme Value Theory (which will be explained in more detail in section 3.1) de Vries (2002) explains that if the crisis is severe enough, the complete linkage leads to a total breakdown of the financial system. The rationing behind it is the same as Allen and Gale except that de Vries does not consider pain but extreme pain, hence this extreme pain is too much to handle for each individual bank.          

Except direct linkages between banks, Pritsker (2000) shows different paths through which contagion spreads. Below we show the different paths of financial linkages that exists in our current financial environment. These linkages will help explain how the risk is spread among banks, investors and eventually households.
Table 1 Contagion paths:

	
	Transition pathway
	Type

	1
	Country I --> Country J
	direct real linkages

	2
	Country I --> Int. Bank K --> Country J
	Common Financial institution

	3
	Country I --> int. Bank K --> Bank J --> Country J
	FI contagion

	4
	Country I --> Int. Bank K --> FM J --> Country J
	FI & FM interaction

	5
	Country I --> FM I --> Non FI L --> FM J --> Country J
	Contagion through Non FI

	6
	Country I --> FM I --> Int. Bank K --> FM J --> Country J
	FM contagion via banks


1 Country J is contaminated through direct real linkages such as trade of goods and services or by a speculative attack on the currency as explained in section 2.1.1.

2 International bank K has capital positions in both countries I and J, in case of a crisis in country I, it can be optimal for bank K to adjust here position in Country J, to keep the bank solvent in country I, hence capital flows out of country J, possibly provoking a crisis.

3 Bank K and J are linked to each other through the interbanking market, a crisis in country I can force bank K to withdraw her position in bank J, hence bank J, who is active in country J (can) become insolvent.
4 Because most banks are active on the same financial market, a crisis in bank K can cause problems on the financial market contaminating banks from other countries. This path resembles linkages path 3, however the difference is the absent direct linkage between the two banks.

5  Comparable to linkages 4, only this time not a bank is disturbing the financial market but a regular (trading) company. It is possible that an important company withdraws here investment in a financial market due to problems in another financial market. In case of shortage of capital, a company often has to choose which investment positions to maintain.

6 Shocks in a financial market can contaminate banks instead of the other way around as shown by linkage 4.  In this case problems on a financial market cause bank K to alter here positions in financial market J possibly leading to a crisis in country J.
These contagion paths show the vulnerability of our financial system. Due to these contagion paths, it is proved that contagion within the financial industry spreads faster, more broadly, and results in larger number of failures. We will explain these aspects by looking at the theory and empirical results found to support the theory, using research of Kaufman (1994). 
· Financial contagion occurs faster: 
Theory 

As in most industries, financial problems in banks starts when debtors do not pay back their debt or creditors (depositors) are unwilling to lend you money (keep money on their deposits). In addition, banks need to keep proportions of demand deposits and other very short-term debt, to satisfy the sometimes immediate demand for money by a depositor. If high demand for immediate cash unexpectedly occurs banks will have to sell assets, probably at fire-sale prices or borrow funds quickly, at a premium. Either ways the bank will make (huge) losses in a short period and due to the linkages, as explained earlier, the problems may spread across the industry. Normal industries might encounter similar problems, however, most industries do not have such short maturity debt. 
Evidence:

Several research done by central banks supports the theoretical idea of faster occurrence of contagion among financial institutions. Early studies like (Thorndyke, 1929) showed that around thirty percent of individual bank closing led to closure of a neighbouring bank within ten days. A later study by Wicker(1980) showed a similarly phenomena during the 1930 failure of a big Tennessee conglomerate. 
· Financial contagion spreads more broadly within the industry: 
Theory

The literature hypothesizes that industry specific contagion is more likely to occur in the financial industry than in other industry, which makes the financial industry more vulnerable to irrational and unpredictable behaviour. There are several reasons given by the literature to explain this hypothesis. First, there is the information asymmetry towards the deposit holders, most of them are unaware of the situations at banks and during a crisis they might miss the knowledge to act in a rational way. Making it hard to distinguish health from unhealthy banks. Second, the assets and liabilities of banks are considered to be unique which makes it hard to price them accurately, while in normal industries it is easier to price their assets and liabilities. Third, banks are considered to sell and offer the same products and services which leaves the idea that banks are more homogeneous. 

Evidence: 
This theoretical hypothesis was tested in a number of papers, however most of them found no empirical evidence to support the hypothesis. For example, Madura and McDaniel(1989) investigated the effects of the large loan losses of Citicorp during the Third World 1987 debt crisis, they found that only banks with the same characteristics as Citicorp were hit by contagion, hence the industry specific contagion was rejected. Another example was given by Cornell and Shapiro(1986), they looked at the consequences of the sudden default on debt of Mexican and other Latin American countries in 1982 and 1983, again they found no evidence to assume industry specific contagion. Apparently, investors and depositors successfully determined which banks are healthy and which one are not. So even though the literature assumed that the banking industry has a different contagion risk, empirical studies reject it.
· Financial contagion result in a larger number of failures:

Theory
In the business environment one of the purposes of equity is to absorb losses. In other words, it provides the creditors of a company some assurance that in case of crisis, the company can bear some losses before it goes into bankruptcy. Assumption three holds theoretically because it is proved that banks typically have a much lower capital to asset ratio’s than other (financial) firms. Kaufman(1992) found that in the late 1980’s commercial banks had capital to asset ratio’s around seven percent while other industries had ratios around thirty percent. This discrepancy in capital-to-asset ratio between the financial industry and non financial industry results in larger number of failures.
Evidence:

Although financial institutions have a lower capital-to-asset ratio the average number of failures of financial firms has not exceed the ones of non-financial firms. During the last century the annual bank failure rate was 0,89 %  while that of non-financial firms was 0,78%
. However the failure rate of banks in period of crisis is much larger than of non financial firms. 
The arguments presented in this section show the theoretical explanation as to why financial industry has a higher risk of contagion then other industries. The major problem of the financial industry is that it is largely influenced by non-rational decision making of people, which makes it very hard to predict whether or not contagion among financial institutions may occur. The systemic risk, in that manner will always exists. For government and their regulators the main concern is keeping the systemic risk low. 
2.1.4 The credit crisis 2008
While writing this thesis the economy is still in the middle of a severe economic crisis, so far with an open end. However, with the data so far available we will discuss the causes and consequences of the 2008 crisis. Since the beginning of this century, pre-recession condition were slowly put in place. First, there was the commodity price boom
 together with an asset price boom. Resulting in high inflation in the developing countries, which were fuelled even more by low interest rates in the US. However, in the summer of 2007 the first signs of a downturn in the economy were showing. For the first time in almost a decade house prices in the US stopped rising. After which investors starting to worry about, now evident, an asset and credit bubble. Many believe the start of the crisis to be August 9 and 10, 2007, when the money market interest rates rose significantly. (see figure 4)

Figure 4.  The Libor-OIS spread
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From that date on, there was a change in the mindset of bankers, no longer was it possible to get a mortgage without a down payment and a stable job. Financial institutions became more careful in choosing to whom to lend money, causing house prices to start falling due to the lack of demand. One year later stock markets worldwide are down on average by 60%, almost the whole world is in an official recession
 and the 2008 crisis is compared to the “Great Depression” of the 1930s. Research done so far on the 2008 crisis comes up with some preliminary causes and consequences, which will now be discussed.
Causes:
· Loose Fitting monetary policy:
After the burst of the dotcom bubble in 2000, the Federal Reserve dramatically lowered the federal funds interest rates, the US was in recession and needed a stimulation to get out of it. During a period of almost three years the Fed rates stayed around 1%, which historically speaking, was extremely low(see figure 5). These interventions from the government were addressed to a specific problem: the fear of deflation as had occurred in Japan during the “last decade”. These low interest rates fuelled the housing price boom as was empirically proven by Taylor (2009). 

Figure 5. Monthly overnight Fed fund rates, period 1980-2008
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· Sub-prime lending:

Since the beginning of the 90s, it became more and more important for the policymakers around the world to make homeownership a more common and affordable item. Especially for the US this was an important issue, the Gramm-Leach-Bliley Act opened the doors for corporations like Fannie Mae and Freddie Mac to provide lower-middle class American citizens with mortgages. Between 2003 and 2007, sub-prime mortgages increased by 290%
. This idealistic idea turned against the government, when the sub-prime mortgages given out by Fannie Mae and Freddie Mac, started to become more expensive and an increasing amount of people started to default on their loans. The sub-prime mortgages were a good vehicle to finance houses for a short period against low interest rates. However, the problems started to arise when interest rates went up and house prices went down, the assumed possibility to refinance mortgages suddenly disappeared. The fall in house prices hereby got amplified by the variable interest rates on the sub-prime mortgages and the immediate consequence of an increasing default rate. 

· Deregulation of the financial sector and the surge of CDO’s:
Together with the appearance of the sub-prime lending came the pressure on the government to loosen the regulation on financial institutions. In 1992, the first step in deregulation was made by President Bush senior, allowing Fannie Mae and Freddie Mac to keep smaller reserves against the money available for mortgages. From then on the financial industry started to heavily invest in the mortgage industry, some flaws in the laws made it possible for them to sell mortgages without bearing the risks of default on them. The magic word was “Collateralized debt obligation” or CDO’s, this derivative was traded among financial institutions and investors. Due to the opaque financial statements and a complex web of put together mortgages the risk on these derivatives was significantly underestimated. Taylor (2009) referred this as the “Queen of Spades problem”, corresponding to the game Hearts. Where nobody want to get stuck with the queen of spades and it is unknown who has the queen of spades.
These CDO’s made it unclear for financial institutions and regulators to locate and price the risks. The CDO’s were too complex for investors to find out the proper riskiness of them, making pricing impossible. The dullness about the exposure to these investment vehicles made banks reluctant to lend money to each other, causing a credit crunch on the interbanking market which eventually spilled over to the “normal” credit market. 
Consequences:
The consequences of the credit crunch are thought to be widespread and not yet fully deployed, however, since the end of 2008 a big part of the world fell into a recession. Together with some other macro economic figures we can show what the first round effects are: 

· Worldwide GDP growth rate: some major economic powers are in recession, using the definition of more than 2 consecutive quarters of negative GDP growth. (see appendix A.1 for a figure indicating the countries in crisis) 

· Stock and commodity markets are down worldwide: MSCI world index is down 42% year to date (01-04-2009), see figure 1 in the introduction.
· Unemployment: the International Labour Organization predicts that by the end of 2009, between 18 and 30 million people worldwide will go into unemployment
. The IMF stated in the world economic outlook of October 2008
 that unemployment rate in the advanced economies will rise from 5,7% in 2008 to 6,5% in 2009.  In which the US is hit harder (2008:5,6%, 2009:6,9%). 

Comparing the 2008 crisis with “The big 5 crises”:

An interesting study investigating the differences and similarities among crises done by Reinhart and Rogoff (2008) found that the crisis of 2008 has a lot of similarities with former financial crisis.  Their results are best captured in the figures 6,7 and 8.

Figure 6 Real housing prices
    


   Figure 7 Real equity prices
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Figure 8 Real GDP growth per capita

Reinhart and Rogoff (2008) compared the 2007/2008 crisis with 18 post-war financial (banking)crises. It includes the following crises: 


The big five Crises: Spain (1977), Norway (1987), Finland (1991), Sweden (1991) and 

Japan (1992) 

Other crises included: Australia(1989), Canada(1983), Denmark(1987), France(1994), Germany(1977), Greece(1991), Iceland(1985), Italy(1990), New Zealand(1987), United Kingdom(1974, 1991, 1995), US(1984) 

The big five crises are considered to be major crises, which had major effects on the real economy of the country. The remaining crises had a less important effect on the real economy.  Looking at the figures 6, 7 and 8, you wonder why influential policymakers around the world did not pick such obvious signs and alarmed the public. However, as prior to many crisis people had there reasons to think this time it would be different. One can argue that the huge run-up in equity prices were due to a surge in US productivity growth and a fall in macroeconomic volatility. Looking back, both factors did not change significantly, hence the run-up in equity prices was an ordinary bubble. 
2.1.5 Historical perspective
To get an impression of the frequency of financial and economic crisis we inserted a table in which the major crises of the past century are stated. In the table below you see a short list together with their primary cause of these major crisis of the last century. 
Table 2: History of major Financial crises
	Period:
	Description: 
	Location:
	Primary cause:

	1910
	Shanghai Rubber stock market crisis
	China
	Burst in the Rubber prices

	1930-1940
	Great Depression
	Worldwide
	Industrial downturn business cycle

	1980
	Mexico debt crisis
	Latin-America
	Surge of oil prices and global recession.

	1982-91
	US Savings & Loan crisis
	US
	Lack of S&L regulation and Tax Reforms

	1990
	Collapse of Japanese Asset price bubble
	Japan
	Collapse of Japanese Real Estate market.

	1997-1998
	Asian financial crisis
	Asia
	Devaluation of currency & Bank runs

	1998
	Russian financial crisis
	Russia
	Devaluation of currency/Speculative attacks/Default on Russian debt.

	2001-2002
	Argentine economic crisis
	Argentina
	Breakdown  of banking system

	2007-…
	Global financial crisis
	Worldwide
	Burst house prices US

	
	
	
	


Looking at this list we can conclude that most crises started as a financial crisis that transformed into an economic one. The Asian Crisis of 1997-1998 is an interesting case in terms of speed and impact of the contagion of the financial sector. The Asian crisis of 1997 started when Thailand decided to float the local currency, stopping its peg to the USD. Even though this is considered the start of the crisis, Krugman (1994) warned the world for the dangerous situation that was created in the Asian countries during the 1990s. He made his point by showing that the GDP growth rate, of around 10 % on average in those years, did not lead to an increase of the total factor productivity, hence the economic growth was fuelled by the increase of capital investment made by foreign investors. These capital investments had the effect of rising asset prices. The crisis started in the Southeast of Asia (Indonesia, South Korea and Thailand) but at a rapid pace other parts of Asia were infected (Hong Kong, Malaysia, Laos and the Philippines). Interestingly China, India and Singapore were not as badly hit but still they to suffered a loss in demand and confidence.

Before the crisis, Asia attracted almost half of the worldwide available capital for developing countries, due to the high interest rates in the Southeast-Asia countries they were attractive for investors looking for a high rate of return. Because of these capital inflows assets prices were rising together with the GDP at rates around 10% a year. Institutions like the IMF and the World Bank looked at these growth rates thinking that it was part of the “Asian Economic Miracle”. This all suddenly stopped when the US decided to raise their interest rates to head off (local) inflation, making the US and the USD a more attractive investment destination. Due to their pegged currency (to the USD) many Asian countries lost there competitive export prices deteriorating their current account position. Eventually, Thailand was the first to let go their fixed exchange rate and soon others followed. Investors started to lose there faith in the Asian economy and withdraw their investments quickly. As the crisis spread across stock markets, assets prices and currencies went down, some of which lost 50 % of there value in just one month(see figure 9)
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Macro economic figurers turned dark too, GDP growth showed a negative number on average of -10%, the Foreign debt-to-GDP rose from 100% to 180% during the period 1993 to the mid of the crisis. Fortunately, the Asian countries recovered fast, in 1999 the GDP growth rate was positive again. What makes this crisis so interesting is the speed in which the “contagion” took place, some literature
 shows a resemblance between the Asian crisis and a traditional bank run crisis. Foreign investors acted like depositors withdrawing their investment/cash when they lost confidence in the Asian economy. The Asian crisis of 1998 was a message to the world that countries heavily depended on foreign capital are relatively vulnerable to a financial crisis. This weakness was proved painfully by the Asian countries but it also served as a good lesson to the rest of the world. 
2.2 Policy implications
Section 2.1 provided an overview of the causes, consequences and frequency of financial crises. Acknowledging the specific character of the financial sector by the government is essential. In times of crisis clear and effective governmental intervention is crucial. In this section we will look at the different recovery policies, their consequences and how they were used in the past and how they are best applied in the future. Furthermore, we discuss the literature concerning necessary regulation to protect our financial and economic system. Special attention will be put in the Moral Hazard problem, which according to the literature is inherent to the world’s financial system. 

The correct policy implications in times of crisis will typically depend on the source of the crisis. As discussed in previous sections there are different sources of crises, hence, so are the policy implications. Unfortunately, there exists no “Eureka” solution for every crisis. Looking at recent empirical work we can conclude that it is impossible to prove which policy works and which does not. However, there is some consensus about basic policy responses and their effects on the economy. 
2.2.1 Macro economic resolutions
The government and other regulatory institutions have some macro economic tools to prevent financial crisis to contaminate the real economy, or in the case where it already occurred to restore economic stability. Starting with a resolution needed after a successful speculative exchange rate attack, Portes (1998) found that the most efficient response is to let go the fixed exchange rate, and allowing a devaluation of the currency. Unfortunately too often governments try to protect their currency using up a significant part of their capital reserves, eventually, making them more vulnerable in the future. Portes also question the role of the International Monetary Fund, he concludes that in case of an international financial crisis the IMF should not be used as an International Lender of Last Resorts (LLR). He argues that because of their inability to create money, they have no direct access to fiscal funds, they are dependent of governments who in period of crisis not always chose for the best solution on an international scale. He suggest that the role and the constitution of the IMF should be to act in a country-by-country way. In worldwide systemic crises the LLR should be a domestic one which is coordinated with other troubled domestic LLR.  
Luc Laeven(2008) created a database of all systemic banking crisis for the period 1970-2007,  in total this database enclose 42 banking crisis episodes. For each episode he investigated the timing of the crisis, the impact on the macro economic figures (GDP growth rate, National debt, private debt e.a.) and the policy responses. In this section we are particularly interested in the findings concerning the policy responses. For the other results we refer to the article of Laeven (2008). We summarized the types of policy responses and the numbers of times they were used, the results are shown in table 3. 
Table 3: Different policy responses and the number of times used in the period 1970-2007

	Intervention type
	number of crisis

	Large-Scale government intervention in banks
	36

	Recapitalization of banks
	32

	Liquidity support/emergency lending
	30

	Forbearance
	28

	Nationalizations
	24

	Deposit Insurance
	22

	IMF help program
	22

	Blanket guarantee
	12

	Deposit Freeze
	5


Looking at these results we conclude that in general the government always acts by providing some sort of liquidity. In 30 out of 42 cases government gave direct liquidity support, however, nationalization, deposit insurance and the IMF help program are all forms of indirect liquidity support. The choice whether to support a bank or a bank system in crisis depends on the costs of doing nothing. A relative question on this matter is, whether the size of the bank(s) influence the decision of the regulators. In the empirical part of this thesis we will show the existence of banks being “too big to fail”, however “too big” does not necessarily relates to the size of the bank(s). In this part we focus on the observed actions of governments and their regulators. It appears that the government often takes the lead in the coordination of the necessary resolutions to reconstruct the financial system, including resumption of a normal credit system and rebuilding the balance sheets of banks and borrowers (for example through recapitalization of banks). Governments also tend to change the macro economic climate to stimulate a faster and more durable economic recovery. Typical decisions are the lowering of (income) taxes and lowering the interest rates. For the government, as coordinator, there is a trade-off between speed and durability of the economic recovery and the fiscal costs of these actions. Laeven (2008) shows, however, that in most cases governments tend to put the focus on the recovery instead of the fiscal costs. It is difficult to judge the government’s decisions, because we can not simulate the effects in case government would not choose for a quick recovery at all costs.
2.2.2 Implication of crisis resolutions

Governments face a trade-off when helping out the financial industry. Intervention can stop the contagion of the real economy, or control the damage of the crisis. On the other hand such interventions can have negative consequences for the future, as moral hazard might effect decision making. To understand this phenomena let us look at the importance of predictable policy, from which the negative side-effect, moral hazard, will follow.
Good communication and predictability is crucial for any policy resolution to be effective. Uncertainty is the worst feeling in times of crisis, making people nervous and start acting more emotional, hence more unpredictable. Governments need to be predictable before the people will act predictable, so it is essential for governments to be clear in communicating their policy. The 2008 financial crisis is a good example to what happens when policies are not been communicated clearly. In figure 11 we see the jump of the credit spreads after an unclear announcement of a rescue package by the US government and the Federal Reserve.

Figure 10 Jump in Libor-OIS spread 
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Source: Taylor 2009
This figure shows a small jump in credit spreads after the bankruptcy announcement of Lehman Brother, a big New York investment bank, which many though of being “too big to fail”. When regulators however tried to make a statement by not bailing out Lehman Brothers, the market got anxious, increasing the credit spreads. Only a few days later a sudden intervention in American Insurance Group (AIG) made the spreads bounce back a little bit. Markets clearly did not know what to expect from government, will they bail out financial institutions or not. Things got worse after a testimony of the FED chairman Ben Bernanke concerning a large stimulation packages worth 700 billion USD. Instead of reassuring the market it made them worried, why so sudden such an enormous stimulation package? Maybe the government knows more then us? All questions, the market was desperately waiting to get an answer on. In the mean time credit spreads increased by the day (see again Figure 11).  Taylor (2009) was the first to show what effects the government interventions had on the uncertainty of the market
. This example points out how important it is for governments to be clear in there decision-making. A good response policy to a crisis will only have the right effect if the markets understand it well and have confidence that the government will put it in place. Taylor (2009) has some interesting recommendation towards policy makers, in order for their policy to be effective:

· Government intervention should be based on a clearly stated diagnosis of the problem with clear rationale for the intervention.

· Create a predictable and exceptional access framework for providing assistance to financial institutions.

 In the past, many government interventions were not consequent with former intervention and often not clearly communicated, making markets uncertain and unpredictable. Recently we have seen the same problem on a global scale. In the future policymakers should be advised to be more consequent and be clear in their rationale, when coming to a certain response.  A negative side-effect of predictable policy resolutions is that one can adjust his decision making according to profit from an eventual interaction of the government. In the next paragraph we will discuss this phenomena. 
Moral hazard has a tremendous impact on the financial sector by influencing the decisions made by an agent, depending on whether there is insurance in place or not (see Dow 2000). In simple terms Moral Hazard can be explained using the example of an agent who has insurance on his car and stops paying attention to his driving, because in case of an accident he knows the insurance will cover the damage. Insurance companies quickly responded to this problem by applying “own risk”. Except insurance companies, many other institutions have to deal with this problem, among them banks and financial regulators. Two types of moral hazard will be discussed, one on corporate level (micro) and one on industry level (macro), we will go through the causes and the consequences of moral hazard.

Moral hazard on a corporate level is caused by the remuneration packages often used in the banking industry. Due to the increase of trading activities, around the globe, traditional banks started not only to make money by lending and borrowing money but also through trading of assets and liabilities. Remuneration schemes of traders became highly dependent on their performance, using option like bonuses, their remuneration depended on the profit they were making for the banks. However, an option gives you the right not the obligation to exercise, so in case of a loss the trader will not get a negative remuneration. With this system the trader dominant strategy will be to take as much risk as possible, even though this might not be the dominant strategy for the bank as a whole. A good example of the behaviour that can occur using these remuneration schemes is the Barrings bank debacle, where a single trader (Nick Leeson) dragged down the bank by betting on the wrong bet (see Hogan 1996).  A more technical way to look at this is to use the Black-Scholes formula to value the call option given to the traders. The Black-Scholes value depends partly on the variance of the underlying assets, in other words the higher the risk taken by the trader the higher the volatility and hence the higher the value of his call option. 

On the industry level the problem might be even worse, what we saw on corporate level is a principal-agent problem between traders and shareholders. In case of bankruptcy, however, this might affect other banks and the depositors. On industry level the principal-agent problem also exists, only now it is between bank management and the regulators, which makes it more worryingly because it affects the industry as a whole. The past tells us that, in case of financial distress at a bank that is “big” enough government will bail-out the bank. As will be shown in the empirical part of this thesis the existence of “too big to fail” banks depend on the country. For regulators there exists a trade-off between bailing out an insolvent bank and increasing the moral hazard problem, or let the insolvent bank fail while accepting the risk that depositors might lose their confidence in the banking system and starts withdrawing their money. Except the signalling problem of bailing out banks there is also a more practical reason for regulators to bail out the insolvent banks, some big provides facilities for the payment system between all kinds of actors around the world. The damage of missing a link in the payment system is usually considered to be too big to take the risk.

Some empirical studies (Kaufman 2002) show that thought of systemic banks, banks that are more or less certain to be bailed out in case of insolvency, take more risk in their investment decisions. The principle idea behind it is the same as on corporate level, as higher risk increases expected returns. 

To stop this moral hazard problem, it is argued that strict regulation should be put in place, as shown by the crisis of 2007/2008 even in western countries not all regulation was working properly. This emphasis however is behind the scope of this thesis and will not be discussed in more detail.
Clearly governments face a difficult task during a financial crisis. In the next section we will discuss the possibilities governments have to prevent a crisis in the first place. Governments developed certain regulatory policies which in theory should prevent crises. Through regulation the “too big to fail” problem should also be captured.
2.2.3 Financial regulation

In life it is “better to prevent than to cure”, the same holds for the financial industry. Now we will look at the regulation put in place in the past to prevent a (financial) crisis. We will focus, however, on the international regulation of the developed countries which is effected by the Basel Committee on Banking Supervision (BCBS). This committee was created in 1974 by the central bankers of the G-10
 to set up a supervisory standard and guidelines for central bankers to regulate the financial industry. It was a response to some disturbance in the bank industry caused by time difference between Europe and the US and the lack of coordination between regulators of both continents to accurately respond to such problems. Their goal was to:

“…extend regulatory coverage, promote adequate banking supervision, and ensure that no foreign banking establishment can escape supervision”

Since then, two major agreements have been set up: the Basel 1 and Basel 2 accord, named after the meeting location of the BCBS. The Basel 1 accord was published in 1988
 and stated the minimal capital requirements of banks active in the G-10 nations. It was a direct response to internationally active banks who where able to avoid regulatory authorities by exploiting the inherent geographical limits of national banking legislation. The main focus of Basel 1 was on credit risk, other risks like exchange rate risk, interest rate risk and macro economic downturn were left to be evaluated on a case-by-case basis by the G-10 member itself. Mainly because the variability of these risks across the G-10 members. To control this credit risk the Basel 1 accord required banks to hold capital equal to 8% of the risk-weighted assets
.  Unfortunately, banks soon found out the many imperfection of the accord, making it possible for them to deceive the capital requirements. Point discussion between the regulators and banks was the valuation of the risk-weighted assets which in Basel 1 was not specified enough. Criticism on Basel 1 focussed on four sources, first vein of criticism saw the accord as too narrow in its scope to deal with international financial stability, primarily because of their focus on credit risk and the implementation of the accord only in the G-10 countries.  Second vein of criticism deals with the way Basel 1 was publicized and implemented by the local G-10 regulators. These authorities were unable to translate the Basel 1 recommendations into an understandable and ready to use regulatory framework. Furthermore the desire to quickly implement its terms made regulators over-generalize and oversell the terms to the banking industry. Thirdly there were critics on the misaligned incentives Basel 1 gave the banking industry. The Basel 1 used an absolute way to compute risk weightings, which made it easy for banks to twist around the terms in order to attract risky assets without the 8% capital reserve threshold. The last source of critics focused on the effects the introduction of Basel 1 had to the developing world, which under pressure of the industry, due to unfair competition, started to follow the Accord. As mentioned earlier Basel 1 is focussed on credit risk, assuming that local government could deal with the other risks. This was correct for the G-10 members, however, the developing world had much more problems dealing with these risks. The implementation of Basel 1 in these countries actually led to an increase of banking instability, as they focussed too much on credit risk, which turned out not the most important source of risk for these countries.  

Responding to these critics and the several banking crises of the 1990s the Committee proposed a new, more comprehensive accord: Basel 2 
. Basel 2 was a huge improvement, which covered new approached to credit risk, the securitization of bank assets and this time also covered market-, operational-, and interest rate risk together with guidelines to  market based surveillance and regulation. The Basel 2 accord was structured in the same way as Basel 1, the framework was based on four “pillars”. Pillar I was named the same as in Basel 1, Minimum Capital Requirements, this pillars showed the most important expansions. It provided a more detailed and “twist proof” guideline on computing credit risk using standardized credit ratings
. Furthermore it provided a guideline to compute: Operating Risk, Market Risk and total capital adequacy. Especially the Market Risk guideline was innovative by using the Value at Risk
 method to compute it.  Pillar II and III are less complex, as all the technicality were put in Pillar I. Pillar II primarily addresses the interaction between banks and the regulators, enlarging the supervision rights of the regulator on banks. Regulators got the right to proactively supervise the internal risk evaluation regimes of banks as proposed in Pillar I. 

Pillar III was designed to increase market discipline within the banking sector in each country. To do so it recommended banks to make disclosures of a bank’s capital and risk-taking positions available to the public, especially there shareholders. The Committee hoped that by empowering the shareholders, it would impose more discipline to the banks, they hoped that “self-regulation” would be powerful enough to withhold banks from taking on too much risk. Implementation of the Basel 2accord took some time, after the first draft in 1999 it only got implemented in the G-10 in April 2008.  In the future, the Committee aims to get more countries implementing the Basel 2 accord. In table 4 we put the expected timeline of countries adopting the Accord, interesting to see is the absence of China. It emphasize that the Basel 1 accord together with there own regulation is sufficient to guarantee a stable banking industry.

Table 4. Adoption of the Basel 1I accord.
	Year
	2008
	2010
	2013
	2015

	
	
	
	
	

	% Adoption rate(World GDP)
	46%
	58%
	69%
	77%

	
	
	
	
	

	Selected countries adopting Basel 1I
	G-10, Chile,
	Russia, South Africa,
	India, Argentina
	Egypt, Pakistan

	
	Bahrain, Singapore
	Indonesia, Brazil
	
	


Source:Cornfold et al.2006

Since the first draft of the Basel 2 accord, researchers, policymakers and bankers had criticism on the content and the application of Basel 2. Even though some suggestions affected a change in the final Accord there still remains some strong criticism, which after the start of the financial crisis of 2008 will only increase. As with Basel 1 the specific situation of developing countries has not been encountered. The Accord was again designed for the developed world, assuming stable and effective control by regulators and shareholders rights powerful enough to enforce necessary changes to the management of a financial institution. However, in developing countries these rights are not strong enough, making the financial industries in these countries more vulnerable for financial instability. Another point of criticism is the important role private rating agencies get in Basel 2. There exist a conflict of interest between the rating agencies and the banks who engage them to get a rating, furthermore the services of these rating agencies are expensive making them often unaffordable for financial institutions in developing countries. A final source of criticism on the Basel 2 accord is the computation of the VaR, it is thought that it undermines the risk of joint failure in the banking industry and that it is too much dependent on past data instead of using available information about the future. The crisis of 2008 was a good example for the criticism to show that the VaR calculation did not encounter all risks and dramatically undermined the chance of a global systemic banking crisis. The Committee permanently revises the Accord, however, as it often appears to be the case with regulation, it runs behind the facts. 
2.2.4 Deposit insurance
A specific regulatory item, which deserves extra coverage, is deposit insurance. The major argument in favour is the confidence it gives to depositors, which decreases the risk of a bank run. Arguments used against are many, starting from providing a wrong incentive to bank management (moral hazard) to the fiscal costs it can bring. Others argue that explicit insurance is not necessary because depositors assume implicit insurance by their government, who will bail out the banks anyway, knowing that the costs for the economy are too high if they did not. This argument is directly related to the main topic of this thesis “too big to fail”. In the empirical part we will show that this argument is indeed true.
A classic work by Diamond and Dybvig (1983) constructed a model to find out in which cases   deposit insurance are efficient, who should be the insurer: a private institution or a government, and in what form the insurance should be set up. Their model assumes bank runs to be self-fulfilling, an assumption that in later studies often got rejected. Because of the absent scenario in which deposit insurance causes a moral hazard problem. However, using this simple view of the financial industry and the economic world they were able to isolate the rationale for deposit insurance. General conclusion of Diamond and Dybvig (1983) is that the government is the only institution that can set up credible and effective deposit insurance. Private parties are thought to be unable to raise enough capital to gain the confidence of the depositors. The government can distinguish between guaranteeing the funds in real value or in nominal value, the later is thought to be financed using money creation leading to higher inflation, which makes it less efficient. To guarantee the funds in real terms though the government will need to impose real taxes in order to keep capital aside.  Another important conclusion of Diamond and Dybvig (1983) is when bank runs are self-fulfilling and the government is guaranteeing the deposits in real terms, a bank run will not occur. It is no longer a dominant strategy for the depositor to withdraw their funds, so if a government is credible enough they conclude that bank runs should not occur. 
A more recent study done by Demirguc-Kunt (2002) investigated the number of bank runs, the countries with explicit deposit insurance schemes and their institutional environment for the period 1980-1997. A general trend found in their study is the growing number of countries adopting a deposit insurance scheme, in particular middle and low income countries. (See figure 10).

Figure 11: Number of countries adopting an explicit deposit Insurance scheme
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Source: Demirguc-Kunt, Asli , Karacaovali, Baybars and Laeven, Luc A.,Deposit Insurance Around the World: A Comprehensive Database(June 2005). World Bank Policy Research Working Paper No. 3628.
Simultaneously with this trend, however, is the increase in number of banking crisis. They found evidence that especially if banking interest rates are deregulated and the institutional environment is weak, the chance of a banking crisis increases if in such a market deposit insurance is introduced. They found an explanation in the Moral Hazard phenomena. An example used by Demirguc-Kunt (2002) was the US savings & Loan crisis during the 80s, which is widely attributed to moral hazard created by weak regulatory supervision, generous deposit insurance schemes and financial liberalization. Furthermore they argued that government deposit insurance is more efficient in preventing a banking crisis to occur, which is in line with the former ideas of Diamond and Dybvig (1983). Without a good legal commitment by the government, depositors still have some uncertainty about the coverage of their losses. Assuming higher inflation
 after governmental intervention, the real value of the compensation can go down drastically. Increasing the incentive for depositors to monitor the banking activities and eventually withdraw their funds causing still a bank run. Demirguc-Kunt (2002) also showed that it is important to set a sealing on the amounts covered by the guarantee, in order for large depositors and debt holders to acknowledge that their investments are at risk. 
A special case of deposit insurance is the so called “blanket deposit insurance” which signify an insurance provided after a financial crisis started and is often without boundaries. Government use this measure to prevent bank runs and contagion of the real economy ( see table 2). During the Asian crisis of 1997 most of the countries hit, without an insurance scheme choose for the blanket deposit insurance option. A study by Honohan and Klingebiel (2000), however, indicates the ineffectiveness of these actions. They found that in developing countries sudden unlimited deposit insurance tend to carry a significant increase in fiscal costs in the future offsetting the gains made by providing such a blanket. In line with the empirical research by Demirguc-Kunt (2002) they found that the credibility of such government is doubted. Increasing the actual amounts to be guaranteed, hence the costs made to provide a blanket increase significantly. An additional problem of blanket deposit insurance is that the market expects the government to do the same in similar circumstances. Threatening the market discipline to be undermined creating a climate for financial instability in the long run. 
Altogether it is proven that deposit insurance does not always provide the right safety net every regulator is hoping for. In the developing world where most of the countries have a (limited) deposit insurance it appears to give confidence to depositors, however with the crisis of 2008 we will have to see if this is still the case. Perhaps more important will be to investigate if a moral hazard problem caused by implicit or explicit deposit insurance brought the world  to the financial crisis in the first place. Further research on this topic will need to be done to answer this question.
3. Empirical study
The theory about financial crisis as discussed in the previous sections does not provide an unambiguous view on the contagion effects and the way a regulator should act, in crisis. There exists a gap between theoretical models and empirical research: so far empirical studies consider only pair wised linkage of crises in the financial sector. We  consider a multivariate method to measure the crisis linkage. To close the gap between theory and practice we introduce a practical tool which can quantify the contagion effects in a multivariate setup.  The focus is on the contagion effect of one banks failure on the rest of the system. Using Extreme Value Theory (EVT) in a multivariate framework we set up a measure (the Banking Contagion Index) which quantifies the contagion effect. Using this measure we try to find a connection between size of a bank, in terms of market capitalization, and the effect failure would have on the system, in terms of numbers of other banks failing. Eventually we will show whether “too big to fail” exists in the banking industry. We tested this framework on three regions: Germany, Switzerland and the US.

This chapter is divided as follow: first we will introduce the EVT.  Both the univariate and multivariate approach will be discussed. Using these building blocks we continue with the introduction and econometric proof of our Banking Contagion Index. Finally we will have a look at the data on which we applied our model. 

3.1 Extreme Value Theory
In most financial research a normal distribution of asset returns is assumed, understandable given the ease and fruitful information it can give. However, empirical return distributions are often more extreme than a normal distribution would assume, see for example by Campbell, Lo and Mackinlay (1998). An example given by Caserta and de Vries (2003) is the return distribution of the AEX. Figure 12 shows the daily log-returns of the AEX for the period 1983 till March 2009. The peaks in the distribution are respectively the crashes of: 1987(black Monday), 1998(Russian debt crisis), 2001(9/11 terrorist attacks), 2008(Credit crisis). 
Figure 12. Daily logarithmic returns of the AEX, 01-01-1983 / 01-03-2009
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 Note: the circled parts are the crises: Black Monday, Russian debt crisis, 9/11 terrorist attacks, 2008 crisis. 
Figure 13. Randomly generated returns with a normal distribution
[image: image6.emf]Normally distributed returns
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Note: the normal distribution has the mean and standard deviation of the AEX return for the period: 1983-2009
Comparing the distribution of figure 12 with figure 13, which are randomly generated returns with a normal distribution, one can easily observe the more extreme aspect of the AEX log-returns. In (financial) crisis, a normal distribution clearly underestimate the probability and the impact of such an event. This extreme value feature of asset price distribution can be captured by the Extreme Value Theory. In recent years regulators and investors, found the Extreme Value Theory (EVT) an interesting approach to deal with their risk management activities. The Value at Risk calculation is directly related to the assumptions of the EVT. The EVT shows that the probability of very large losses can eventually be captured by a simple model, regardless the shape of the underlying asset price distribution. This semi-parametric model shows that the tails above a high threshold are asymptotic to a Pareto distribution, see Embrechts et al. (1997). However it does not impose any parametric assumptions on the moderate part of the distribution function, hence the semi-parametric feature.  In section 3.1.1 we explain the calculation of Value at Risk (VaR) in more detail. What makes EVT so interesting is the ability to capture the co-movement of extreme events in a multidimensional setup. It captures the tail dependency. More recently the multivariate EVT approach has been used to model the tail dependency in a non-parametric model, see e.g. Huang (1992). Hartmann et al (2004 ), empirically tested this model. Testing the tail dependency among the stock and bond markets of the G-5 countries using a non parametric multivariate EVT model. Another field in which EVT proved to be handful is the portfolio diversification problem,  see Hyung and de Vries (2002).  Our research is also based on the multivariate approach. We are particularly interested in the stress linkage among banks in times of crisis. Before introducing the model we find it useful to discuss the univariate EVT, which is the foundation of our research.    
3.1.1 Univariate EVT: fat tails and the tail index
Most financial return distributions display fat tails, making it interesting to see how these tails could be best captured and hence be predicted. EVT made it possible to model such a behaviour. An example is the dike heights and the chance of extreme tides. EVT helped to build the optimal dike heights, protecting countries like the Netherlands from been flouted. Nowadays the assumptions of EVT are also being used in finance, especially during times of financial turmoil. We explain the univariate EVT
 as follows: 
Recognizing the existence of fat tails in F(x) is the first step in EVT. We use Feller (1971) definition of fat tails:

F(x) is heavy tailed if for sufficiently large x:  
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and the slowly varying function L(x) is such that for any x>0
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Looking at the tail part of the distribution only 
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The power function 
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 is the Pareto distribution, where 
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 is the tail index indicating tail size. A lower number for the tail index indicates fatter tails. The difference with a normal distribution is the power part, which falls slower in the tail area than the exponential like tails of the normal distribution. This property makes it possible to estimate the heavy tail area of the distribution. For example the Value-at-Risk at probability level p defined by,
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This provides the opportunity to calculate VaR at a low level p when knowing a VaR at intermediate level 
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For this it is necessary to estimate the 
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Where: 
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 are the order statistics of 
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.  S is the threshold above which the Pareto distribution applies, hence k are the order statistics of the observations. Choosing k is crucial to get the right tail index. Theoretically k  has to satisfy 
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. Practically, since n is the number of observations it is always a finite number. Hence, using a Hill plot we can choose k by looking at the first stable part after the variation part at the beginning. The first part is highly variable due to the low number of observations, closer to the middle the bias will extent its influence. For an example we refer to appendix A.2. As the picking of k occurs manually it is fruitful to know that there exist a trade-off between variance and bias when choosing respectively a (too) low k or a (too) high k. Note that a higher 
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 indicates a less extreme behaviour of the tails. 
In practice EVT makes it possible to predict the behaviour of the far tail part of a heavy tailed distribution by looking at the “not-so-far” tail, in other words we use information available about the not-so-far tail area to extrapolate for the far tail area. Using these basics of univariate EVT we will now continue with the multivariate EVT which we used to analyse the contagion effects in several banking industry.
3.1.2 Multivariate EVT: tail dependence 

With multivariate EVT it is possible to look at the joint tail behaviour of more than one individual risk factor and the co-movements among them. The multivariate EVT approach makes it possible to find the contagion effects of one bank on a number of other banks active in the same region. The setup of multivariate EVT is simple: for the marginal risk behaviour we use univariate EVT, while the co-movements are captured by a new component, the dependence function 
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Assume a system with two banks: with loss returns X and Y. Following de Haan and Ferreira(2006) the two-dimensional EVT assumes that there exists a 
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We can express the marginal tail indices:
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Using these marginal tail indices we can remove the marginal information by simply changing the 
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no longer contains marginal information. 

Notice that 
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We can rewrite (7) as follow:
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With (8) we see that the marginal information, which is summarized in the tail indices 
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As noted by de Haan and Ferreira (2006),
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 indicates tail independency. In practice complete tail dependency means that given X is in crisis Y always is in crisis too. On the other hand, complete tail independence means that whether Y is in crisis does not depend whether X is in crisis. 

More than two dimensions
For our research we are interested in the effects of one bank’s failure on the rest of the system. Hence we need a measure for more than two dimensions, which is similar to the two-dimensional case. Equation (8) can be rewritten such that it can be used for multi-dimensional calculations. Let
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Again, from 
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the tail dependency follows. This time the values will be delimited between 1 and the number of individual risk factors d.
3.1.3 Conditional probability of joint failure

A special measure on two-dimensional tail dependence is the construction of the conditional probability of joint failure (CPJF). Which we will use to show the independence within interregional banking systems. CPJF uses the 
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Since 
[image: image75.wmf](

)

2

1

,

1

1

£

£

L

we have that, 
[image: image76.wmf]1

0

£

£

CPJF

.
Note that a CPJF equal to 0 shows tail independency while equaling to 1 shows complete tail dependency. In case of complete tail dependency the probability that X & Y are in crisis given that either X or Y is in crisis is 1. CPJF is ideal to measure the dependence of two banks in case of crisis, we used CPJF to compare regional and interregional dependence of two banks from different regions and within region. By doing so, we shall show, there is a difference in dependency between banks within a region and between regions.
3.2 The Banking Contagion Index
Building further on the EVT we now introduce our novel Banking Contagion Index (BCI). This index makes it possible to quantify the effect that a failure of one bank can have on the system. More concrete, the BCI gives an estimation of the number of banks failing given that a specific bank fails. By estimating the BCI for all banks from the sample, we can point out which bank failure will have the most (negative) effect on the system. This information can be used by regulators to decide, in case of near bank failure, whether to bail out a bank or not. 
Let us first have a look at the theoretical construction of the BCI. Assume three banks in the system. From (9) we know: 
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Denote, 
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Note that (12) can be rewritten as the sum of two separate expectations:
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Rewriting (13) in terms of probabilities, by using (10) we obtain:
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The 
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Such an analysis also applies for higher number of banks, 
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In essence we proved that the effect of 
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Assume a dataset with  d  banks, the BCI is obtained as follow: 

1. Construct a matrix of 
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Note that a BCI close to 
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3.3 Data
For application of the BCI at least three banks should be included in the sample. Furthermore, as we use EVT, a large number of observation is necessary. We choose to select three countries with different concentration of the financial sector, to know: Germany, Swiss and the US. The German banking sector has a lot of small banks in combination with a few very large banks. The US is known for its diversified banking sector, a lot of reasonable sized banks together with same very big banks. Switzerland is in the middle of the three, having two major banks (Credit Suisse and UBS) together with a lot of small banks. The data, from datastream, consists of the log-return of the daily stock prices for a selection of banks
 for each country. In principle we investigated the period 1980 till 2009, however, as banks merge, are taken over or disappear from the stock market there is not always data available for the whole period. Depending on the availability of data we choose two optimal datasets, one set with the maximum number of banks and one with a selection of banks from which we have data available for the whole period. The selection of banks also depends on the number of observations unequal to 1. Typical for small banks is the low frequency of trading, sometimes stock prices do not change for couple of days. For EVT analyses it is important not to have too many identical observations, we therefore choose only banks for which the number of observation equal to zero was acceptable (85% of all observation).

The US has a lot of publicly traded banks so we only used the top 10 largest banks
 plus 5 randomly chosen smaller banks. Set 1 includes banks such as: “Lehman Brothers”, “Merrill Lynch” and “Washington Mutual” which are banks who went bankrupt or got taken over during the 2008 crisis. Set 1 therefore end after the date these three banks disappeared from the stock exchange. In set 2 these three banks were excluded as the sample period stops after their disappearance. 
In Germany co-operative banks are popular, which again are not publicly listed. Even though, we were able to obtain sufficient data for two different periods. Note that for Germany we have no set with data till the 2008 crisis. Reason is that after 2002 only 4 publicly traded banks remained, which we found not enough to include in our research. We choose the date on which Allianz AG took over the “Dresdner Bank” as the end date for set 2.  

The Swiss banking sector consists of mostly small “private banks” which are not publicly listed, hence we only found data on 9 banks for the first dataset, while due to mergers, we only found 4 banks for the second set. Note that in set 1 of Switzerland we included the banks “Union bank Swiss” and “Swiss Bank” as separate entities, in set 2 these two banks merged to the “United Bank of Switzerland” (UBS). 

Note that the US datasets consists of retail banks together with some commercial/investment banks. The US market with some big investment banks is typical in the sense that they have pure investment banks
 which do not have retail banking activities. These investment banks are included though, because of their importance in the overall banking industry and the interbanking market in particular. The top 3 banks in Germany and Swiss all have investment bank activities, however, they are not a pure investment bank, as they are active in the retail market. 

For complete analyses, in which we want to compare the BCI for different periods, it is necessary to construct a “minimal size” dataset, which contains the data available in both periods/datasets. See figure 14 for a visualization of our sample selection. This “minimal size” dataset can be used as a reference point between dataset 1 and 2, the BCI values for dataset 2 will be compared with the results for the “minimal size” dataset. 
Figure 14.  Visualization different datasets
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Our samples have the following characteristics:

· For the US:

· One dataset with 15 banks and 3828 daily log-returns. 
· Period: 02-05-1994 till 31-12-2008
· One dataset with 12 banks and 6042 daily log-returns. 
· Period: 01-01-1986 till 01-03-2009  

· Minimal Size dataset with 12 banks and 3828 daily log-returns. 
· Period: 02-05-1994 till 31-12-2008
· For Germany this results:

· One dataset with 11 banks and 3696 daily log-returns.
·  Period: 04-07-1984 till 02-09-1998
· One dataset with 9 banks and 6882 daily log-returns. 
· Period:  01-01-1975 till 10-07-2002
· Minimal Size dataset with 9 banks and 3696 daily log-returns. 
· Period: 04-07-1984 till 02-09-1998
· For Switzerland the results:
· One dataset with 9 banks and 2522 daily log-returns. 
· Period: 08-03-1983 till 01-04-1993
· One dataset with 4 banks and 3431 daily log-returns. 
· Period: 01-01-1996 till 01-03-2009
· Minimal Size dataset with 4 banks and 2522 daily log-returns. 
· Period: 08-03-1983 till 01-04-1993
For cross-regional analyses one sample had to be chosen to proof the existence or lack of interregional dependence. The cross-regional sample consists of data for each individual country during a certain period (01-01-1986 till 31-12-2001), which is the same for all countries. This period was carefully selected as during this period most number of observations were available for each country. The cross-regional dataset consists of: 13 American banks, 9 German banks and 3 Swiss banks.
For a complete overview of the datasets, including bank names we refer to Appendix B.1.
4. Results

There are some preceding analyses necessary before we can measure the BCI. For implication of the BCI we need to find the number of high order statistics in use, 
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. The same technique as for choosing the tail index with a Hill-plot is used to choose the 
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. However, as we have datasets with more than two banks and, 
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 only works for a two-dimensional estimation, we had to choose two banks from each dataset to estimate 
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. To control if this choice of banks was correct, we did it again with two other banks from the same dataset. Fortunately resulting in the same 
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, which gives us more certainty about our choice.
An example of these analyses is shown in figure 15, for all other plots we refer to appendix B.2.
Figure 15. Choice of 
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 for the US dataset 1.
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The circled part of the plot is the first stable part after the variation at the beginning. Note that due to the many observations the plot is stretched for 
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 between 0 and 800. Which is why the stable part does not seem very large, however, if we would zoom in for  
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 between 0 and 400, the stable part would be much larger.
This procedure is not only necessary for the individual datasets, as we also have cross-regional datasets, which will be used to compare regional and cross-regional dependence, for these datasets  
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also needed to be estimated. In Table 5 we summarized our choices of 
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 for each regional dataset, for the plots of the estimator we refer to appendix B.2.
	US set 1
	 
	US set 2
	 
	Germany set 1
	 
	Germany set 2
	 
	Swiss set 1
	 
	Swiss set 2
	 
	Cross-reg
	

	K
	200
	K
	350
	K
	200
	K
	300
	K
	150
	K
	300
	K
	250

	obs.
	3828
	obs.
	6042
	obs.
	3696
	obs.
	6882
	obs.
	2522
	obs.
	3431
	obs.
	4012


Table 5. Choice of 
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for each regional dataset, using an estimator for L(1,1)
4.1 Interregional dependency

With the chosen 
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 it is now possible to start analysing the difference in dependency between banks within a country and across countries. With these analyses we show that, for our sample, the dependency within a region is larger than across region. Using the CPJF as a two-dimensional measure for tail dependency we obtained these results. To compare these results with the cross-regional analyses we take the average of the CPJFs for each bank dependency to the other banks. In table 6, the results of these analyses are shown, for the individual CPJF values we refer to appendix B.3.
Table 6. Average CPJF for within country dependency
	Sample size
	
	
	
	

	N=
	4012
	
	
	
	

	K=
	250
	
	
	
	

	US
	 
	Germany
	 
	Swiss
	 

	Bank nr.
	Average CPJF
	Bank nr.
	Average CPJF
	Bank nr.
	Average CPJF

	1
	0,20
	1
	0,16
	1
	0,05

	2
	0,14
	2
	0,18
	2
	0,05

	3
	0,19
	3
	0,19
	3
	0,06

	4
	0,19
	4
	0,18
	
	

	5
	0,19
	5
	0,08
	
	

	6
	0,18
	6
	0,10
	
	

	7
	0,18
	7
	0,07
	
	

	8
	0,18
	8
	0,09
	
	

	9
	0,18
	9
	0,10
	
	

	10
	0,18
	
	
	
	

	11
	0,15
	
	
	
	

	12
	0,18
	
	
	
	

	13
	0,17
	
	
	
	


The estimation of the CPJF cross-regional is done in the same way as for the regional CPJF except now each pair of banks consists of a bank from a different country. The average CPJF are shown in table 5, for the individual CPJFs we refer to appendix B.3. Note that, the sample size, period and choice of 
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are the same for both analyses. Comparing the regional and cross-regional dependency is only feasible if the same data is used. 
Table 7. Average CPJF for Cross-regional dependency
	Sample size
	
	
	
	
	
	
	

	N=
	4012
	
	
	
	
	
	
	

	K=
	250
	
	
	
	
	
	
	

	 
	Germany
	Swiss
	 
	US
	Swiss
	 
	US
	Germany

	US
	Average CPJF
	Average CPJF
	Germany
	Average CPJF
	Average CPJF
	Swiss
	Average CPJF
	Average CPJF

	1
	0,06
	0,05
	1
	0,09
	0,07
	1
	0,04
	0,07

	2
	0,07
	0,05
	2
	0,08
	0,08
	2
	0,06
	0,05

	3
	0,07
	0,05
	3
	0,10
	0,07
	3
	0,05
	0,05

	4
	0,07
	0,05
	4
	0,09
	0,07
	
	
	

	5
	0,06
	0,05
	5
	0,05
	0,05
	
	
	

	6
	0,07
	0,06
	6
	0,05
	0,04
	
	
	

	7
	0,06
	0,06
	7
	0,04
	0,04
	
	
	

	8
	0,06
	0,05
	8
	0,05
	0,05
	
	
	

	9
	0,06
	0,06
	9
	0,05
	0,05
	
	
	

	10
	0,07
	0,05
	
	
	
	
	
	

	11
	0,07
	0,05
	
	
	
	
	
	

	12
	0,06
	0,05
	
	
	
	
	
	

	13
	0,07
	0,05
	
	
	
	
	
	


These results show that regional dependency is higher, as we expected, than the cross-regional dependency. For the US and Germany on average the regional dependency is twice as high, making it a large difference. Swiss does not follow our expectancy, however, the lack of banks available for the chosen period might play a role. On individual basis, even though there are differences in CPJF within banks, the difference between a regional and cross regional CPJF is stable. Comparing the dependency among countries we observe that the US and Germany are more dependent to each other than to Swiss. As the average CPJF for US vs. Germany are systematically higher than for US vs. Swiss and Germany vs. Swiss. The purpose of this analysis was to show that regional dependency is significantly higher than cross-regional. This is necessary for our further analyses, as we assume cross-regional independence to compute the BCI.
4.2 Regional dependency

Within this thesis it was our purpose to find a relationship between the Market Value of a bank and the damage which the failure of this bank would cause to the sector. As explained in section 3.2 we construct an index which uses a multivariate EVT approach to estimate the number of other banks failing given that a specific bank fails. We named this index the Banking Contagion Index (BCI), below in table 8, 9, 10 you will find the BCI for US, Germany and Swiss banks, respectively. For each bank the BCI and the market value is displayed. The market value is the average market capitalization
 during the sample period. As explained in section 3.2 the BCI is obtained by summing the individual dependency, the tables with these results are found in appendix B.4
Table 8.  BCI results for different datasets, US

	US Set 1
	 
	
	US Set 2
	 
	
	US Minimal Size
	 
	

	N=
	3828
	
	N=
	6042
	
	N=
	3828
	

	K=
	200
	
	K=
	350
	
	K=
	200
	

	 
	 
	
	 
	 
	
	 
	 
	

	Bank name
	BCI
	MV
	Bank name
	BCI
	MV
	Bank name
	BCI
	MV

	Suntrust
	7,14
	12281
	Citigroup
	5,39
	61626
	Suntrust
	5,85
	12281

	BoA
	6,85
	48347
	Suntrust
	5,39
	12281
	Comerica
	5,555
	3811

	Citigroup
	6,80
	61626
	Comerica
	4,93
	3811
	BoA
	5,52
	48347

	Comerica
	6,80
	3811
	Keycorp
	4,88
	5319
	Keycorp
	5,485
	5319

	Keycorp
	6,76
	5319
	BoA
	4,75
	48347
	Citigroup
	5,355
	61626

	Merrill.Lynch
	6,45
	17853
	Fifth.Third
	4,64
	8719
	Wells.Fargo
	5,29
	30500

	JP.Morgan
	6,45
	35981
	Wells.Fargo
	4,57
	30500
	PNC.FINL
	5,245
	7824

	Wells.Fargo
	6,43
	30500
	PNC.FINL
	4,49
	7824
	BBT
	5,24
	5932

	BBT
	6,42
	5932
	JP.Morgan
	4,48
	35981
	JP.Morgan
	5,19
	35981

	PNC.FINL
	6,40
	7824
	Northern.Trust
	4,44
	4564
	Northern.Trust
	5,055
	4564

	Morgan.Stanley
	6,29
	26005
	BBT
	4,22
	5932
	Fifth.Third
	4,925
	8719

	Northern.Trust
	6,22
	4564
	Morgan Stanley
	4,20
	26005
	Morgan Stanley
	4,85
	26005

	Fifth.Third
	6,02
	8719
	
	
	
	
	
	 

	Lehman.Brohters
	5,73
	15005
	
	
	
	
	
	

	Washington.Mutual
	5,46
	12820
	
	
	
	
	
	


Table 9. BCI results for different datasets, Germany
	Germany Set 1
	 
	
	Germany set 2
	 
	
	Germany minimal size
	 
	

	N=
	3696
	
	N=
	6882
	
	N=
	3696
	

	K=
	200
	
	K=
	300
	
	K=
	200
	

	 
	 
	
	 
	 
	
	 
	 
	

	Bank name
	BCI
	MV
	Bank name
	BCI
	MV
	Bank name
	BCI
	MV

	Deutschebank
	3,41
	19978
	Deutschebank
	2,20
	19978
	Deutschebank
	2,61
	19978

	Dresdnerbank
	3,33
	11875
	Dresdnerbank
	2,09
	11875
	Dresdnerbank
	2,59
	11875

	Commerzbank
	3,28
	6327
	Commerzbank
	2,06
	6327
	Commerzbank
	2,49
	6327

	Bayer.HYP
	2,96
	12732
	Bayer.HYP.VBK
	1,81
	8734
	Bayer.HYP.VBK
	2,17
	8734

	Bayer.HYP.VBK
	2,91
	8734
	Vereins.Westbank
	1,26
	882
	Vereins.Westbank
	1,62
	882

	Landesbank
	2,36
	2396
	IKB.deutsche
	1,16
	892
	IKB.deutsche
	1,61
	892

	IKB.deutsche
	2,05
	892
	hvbREAL
	0,94
	480
	Suedboden
	1,44
	258

	Vereins.Westbank
	2,02
	882
	Suedboden
	0,93
	258
	hvbREAL
	1,24
	480

	Suedboden
	1,76
	258
	Rheinboden
	0,85
	194
	Rheinboden
	1,19
	194

	hvbREAL
	1,49
	480
	
	
	
	
	
	

	Rheinboden
	1,43
	194
	
	
	
	
	
	


Table 10. BCI results for different datasets, Swiss
	Swiss Set 1
	 
	
	Swiss Set 2
	 
	
	Swiss minimal size
	 
	

	N=
	2522
	
	N=
	3431
	
	N=
	2522
	

	K=
	150
	
	K=
	300
	
	K=
	150
	

	 
	 
	
	 
	 
	
	 
	 
	

	Bank name
	BCI
	MV
	Bank name
	BCI
	MV
	Bank name
	BCI
	MV

	Union bank Swiss
	2,69
	27552
	Banque.canton
	0,58
	 
	VP.bank
	0,69
	 

	VP.bank
	2,52
	807
	UBS
	0,54
	 
	Credit.Suisse
	0,68
	 

	Swiss bank
	2,47
	18283
	VP.bank
	0,53
	 
	Banque.canton
	0,49
	 

	Credit.Suisse
	2,43
	26398
	Credit.Suisse
	0,52
	 
	UBS
	0,29
	 

	Volksbank
	2,37
	726
	
	
	
	
	
	

	Leu.HDG.P
	1,99
	1420
	
	
	
	
	
	

	Neue.AARG
	1,74
	726
	
	
	
	
	
	

	Gotthard.bank
	1,49
	1141
	
	
	
	
	
	

	Banque.canton
	1,46
	1249
	
	
	
	
	
	


Note that the indicated BCI value for each bank in each set should be compared to the total number of banks in the set minus one. As the BCI indicated the number of other banks failing given that bank fails. Comparing sets with different number of banks can be misleading when only observing the BCI without encountering the total number of banks. 
US:
For the US we observe the following stylized facts:
a) For the US recent data was available, including the start period of the 2008 crisis.

b) The absolute BCI values for the three sets are high, for set 1 the BCI varies between 5,46 and 7,14, on a total number of banks (15 for set 1) this is high, especially compared to Germany. For all three sets more than half the banks would fail under the worst case, for Germany this was only one-third. The same observation holds for set 2, with a range of 4,20 to 5,39 on a total number of banks of 12.

c) The relative differences between the US banks are low. For set 1 the difference between the bank with the highest and lowest contagion effects is just 1,5, which is relatively low especially compared to Germany. 

d) The market value of banks is not the main determinant for the value of the BCI, possible explanation is the difference between retail banks and investment banks. 

e) The robustness check, comparing the minimal size set with set 2 was satisfactory, as the ranking of the minimal size and set 2 are approximately the same. 
f) Comparing set 2 with the minimal size set we observe a decrease in BCI value for the more recent (set 2) sample. Indicating that more recently the systemic linkages is lower.

Interestingly the BCI rank is not explained by the market value rank in US results. For set 1 “Suntrust” is on top of the list with only one-fifth the market value of Citigroup, which in turn is on the third place. Focusing more on set 1, we see low BCI values for “Washington Mutual” and “Lehman Brothers” both went into bankruptcy
 during the 2008 crisis. The Lehman Brothers bankruptcy got a lot of media attention as many though it would be “too big to fail”. The Federal Reserve thought otherwise, our analyses show low ranking for both Washington Mutual and Lehman Brothers, possibly backing the decision of the Federal Reserve. Note, however, that the absolute value of the BCI of both banks are still considerably high. Failure of any US bank investigated in our research would cause considerable damage to the system. Our analysis show that failure of Washington Mutual or Lehman brothers might not be as bad as failure of SunTrust or Citigroup. 

Furthermore, in set 1 the pure investment banks score rather low compared to their market value. A possible explanation could be the lack of retail activities, making them less linked to the society. Maybe for the same reason, “Keycorp” and “Comerica” have a high BCI, while having a low market value. Both banks are retail banks, with little investment banking activities. 
Looking at set 2 the position within the top 5 of set 1 has completely changed. In set 2 “Citigroup” has the highest BCI, while BoA only scores fifth. Apparently in recent years Citigroup became more and more important for the system, this view is also supported by the results of the minimal size set. The “Fifth Third” banks also went up some places, with a BCI slightly under the BCI of BoA in set 2, which in terms of market value five times bigger. Looking at the bottom of set 2 we see that “Morgan Stanley” took over the last position of “Northern Trust”. Note that the overall BCI values in set 2 are lower than in the minimal size set. From which we can conclude the same as for Germany: in recent years the influence of a bank’s failure on the system has decreased. Looking at the absolute values of the BCI, in proportion with the total number of banks minus one, for all three datasets, the values are significantly higher than those of the German market. From which we conclude that the US market is more sensitive to an eventual failure of one bank than the German market.  
Germany:

For Germany we observe the following stylized facts:
a) The absolute BCI values for the three sets are reasonable, for set 1 the BCI varies between 1,43 and 3,41, on a total number of banks (11 for set 1) we consider this to be reasonable. The same holds for set 2, with a range of 0,85 to 2,20 the absolute values are even lower, however, remember that set 2 consists of 9 banks instead of 11. Which makes the maximum BCI be 8 rather than 10.
b) The relative differences between the German banks are high, as for both sets the lowest BCI is almost half the highest BCI.  
c) The market value of banks is a good indicator for the value of the BCI, ranking the banks on the BCI gives almost the same results as ranking them on market value.

d) The robustness check, comparing the minimal size set with set 2 was satisfactory, as the ranking of the minimal size and set 2 are approximately the same. 

e) Comparing set 2 with the minimal size set we observe a decrease in BCI value for the more recent (set 2) sample. Indicating that more recently the systemic linkages is lower.

For Germany the results, for all three sets, suggest that market value is the prominent determinant for estimating the impact of an eventual failure. The BCI value increases together with the market value of the banks. One exception is the “Commerzbank”, with a relatively low market value still scores high in the BCI. In total assets terms, however, Commerzbank is the second largest bank in Germany, possibly explaining its high BCI. Interestingly, within time the ranking does not change, except “Suedboden” and “hvbREAL” who switch places. Comparing the BCI for set 2 and the minimal size set we see a decrease in value, indicating that the systemic linkage is lower. For regulators this is good news, as they strive to keep the systemic risk low.  The absolute values of the BCI for the top 4 banks lay close to each other in both datasets. There is a significant drop in BCI after this top 4, which again can be directly explained by the drop in market value. Based on these results, regulators should be especially aware of the solvability of the four major, in market value terms, German banks. In Germany it appears that “size does matter”. 
Swiss:
For Germany we observe the following stylized facts:
a) The results are difficult to interpret, due to the lack of data available. The results are very mixed. Furthermore, the merger of Union Banks Swiss and Swiss bank into UBS also contribute to the mixed results.
b) The absolute BCI values for the three sets are low. The absolute values in respect to the number of banks for the Swiss market lies in between the US and Germany market.  
c) The relative differences between the Swiss banks are low. Especially for set 2 the differences are minimal. 

d) Finding a relationship between market value and the BCI is only possible for set 1. Where, except the VP bank, the top four banks are the banks with the highest market value. For the other sets as only 4 banks are included results are inconsistent.

e) Comparing set 2 with the minimal size set we observe a decrease in BCI value for the more recent (set 2) sample. Indicating that more recently the systemic linkages is lower.

For set 1 we see again that the rank of the BCI relates to the market value ranking. Except the “VP bank” the top 4 consists of the banks with the highest market value. Note the big gap in difference of market value between “Union bank Swiss”, “Swiss Bank”, “Credit Suisse” and the rest of the banks, which are one-tenth the size of the big three.  Strange enough, in set 2 the order is completely mixed, “Banque Canton” which was ranked last in set 1 now comes up first. UBS, which is the result of a merger of “Swiss bank” and “Union bank Swiss”, still has a high position. Comparing the BCI along time, we conclude that in Swiss the contagion effects have decreased. This is again good news for the regulators, but, we should not forget the lack of data making these results not as robust as for the two other countries.   
Although our results are mixed among the three selected countries, we still see some generalities, which are useful to mention. Possibly the most important one is the decrease in BCI value for all countries, indicating an amelioration of the systemic risk. Secondly, we remark the overall BCI values to be high, indicating the existence of systemic risk. Even relatively small banks seem to have a significant impact on the sector. Where the US is the most worrying case, with high BCI value for all the banks. Finally, against our expectation, size is not always the primary indicator for high failure impact. In Germany size is definitely important, however, for the US the profile of the bank is important. Investment banks have lower BCI values than retail banks, even though some investment banks have much higher market value.
5. Conclusion

A good financial system seems to be vital for economic prosperity, it allocates capital in an efficient way. A sudden stop in this allocation can have serious contagion on the real economy, as the 2008 crisis has shown. In this thesis we investigated linkage of stressed banks on other banks. We introduced a novel way to measure this linkage. We used the Extreme Value Theory in a multivariate setup to find the failure effect of one bank on the rest of the system. Several studies have shown the existence of heavy tailed asset return distributions. Through Extreme Value Theory these tails can be estimated. As we were interested in the linkage of stressed banks, which is an extreme event, we choose the EVT. Through different paths banks are linked to each other, making the banking industry vulnerable for contagion. 

Many industries have some sort of contagion, however, as shown by the literature, the financial contagion has special characteristics: the speed, the spread and the size  of contagion. Making it more difficult to stop and more important to prevent. We constructed the Banking Contagion Index, which indicates the expected number of banks failing in a system, with a known number of banks, given that a certain bank fails. Ultimately the BCI makes it possible to distinguish between banks with high and low contagion effects on the system. The BCI is based on the tail dependency function 
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 of de Haan and Ferreira (2006), which estimates the tail dependency of x and y. We showed that the failure effect of bank 
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 on the system can be estimated by summing the tail dependency estimation for each individual linkage of 
[image: image131.wmf]i

X

 on 
[image: image132.wmf]i

X

¹

. In practice this means that you look at the tail dependency of the daily log returns of each bank in the system. In our empirical part we estimate the BCI for 3 different regions, US, Germany and Swiss. All three regions are selected because of their different concentration of the banking sector.  To estimate the BCI we needed the daily log returns for a certain period, as we use extreme value theory it was important to have large datasets. For each region we used three samples, one with a maximum number of observations, one with maximum number of banks and one is the combination of the two. The combined dataset was used as a robustness check for the two other sets, furthermore with the combined dataset we could compare the BCI through time. Enabling us to see the development of the failure linkages through time.

 
Our analyses assumed cross regional independency, using the Conditional Probability of Joint Failure measure we showed that for all three regions the cross regional dependency is lower than the regional dependency. One purpose of our analyses was to investigate the importance of bank size as an indicator for failure impact. By ranking the BCI from high to low and comparing this rank with the rank of market value for each bank we investigated the size effect of banks. For Germany the results confirm our hypothesis that big banks failure has more impact. The US banking industry does not show such a clear link between market value and failure impact. Interestingly, pure investment banks seem to have less impact than traditional retail banks. For both countries we showed that during time the failure impact decreased, which is good news for the regulators. However, the absolute values of the BCI are high, indicating the importance of stability for the whole sector, large or small banks and retail or investment banks. Due to lack of data available for the Swiss market we found strange results, from which we only conclude that failure impact has decreased a long time. In general the results are in line with our expectations, big banks tend to have more impact in case of failure than small banks have. However, as shown by the US, there are exceptions. 


These results show that contagion in banking exists and even can be very serious, hence the importance of sound regulation. Governments have put several financial regulation in place. The first global attempt to protect ourselves against financial crisis was initiated in the 80s when the G-10 created the Basel Committee on Banking Supervision(BCBS). In 1988 the Basel 1 accord was put in place, stating among others the minimal capital requirements necessary for banks active in the G-10. This accord did not stop some major financial crises to occur. The Basel 1 accord was thought to be too complicated and threatened the fair competition between developed and developing countries. During the 90s the successor, Basel 2, was introduced. Even though it was a significant improvement to the Basel 1 it remain criticized by researcher, policymakers and bankers. The BCBS revises the accord permanently, however, as often the case with regulation, it runs behind the facts. Acknowledging the importance of regulation in the financial sector should have priority in restoring the financial system after the 2008 crisis. The results presented in this thesis show once more that in general any bank failure has significant impact on the sector. The relative difference among banks BCI value can be used to intensify the regulation on banks with high BCI value. For the German regulators size is an important indicator of the failure impact the top three banks would have on the sector, using this indicator regulators can setup more strict capital requirements to these “big” banks. The US regulators can not focus too much on size as an indicator, instead the activities of the bank in combination with size should be used to setup the right capital requirement or other regulatory requirements. These pre-crisis government regulations are necessary to prevent a crisis, however, our results can also be used for post crisis resolutions. Depending on the BCI value governments can decide whether to bail out a bank or not. High BCI value should make governments aware of the possible effects failure would have, hence a bail out would be advised. On the other hand a low BCI value should enact no government intervention, as failure would not have significant impact on the system. Note that in our results even the lowest BCI values are of considerable height, indicating the importance of all banks to the system. A point of discussion on this manner is the risk of introducing moral hazard. As bankers employed by banks which are assumed to be bailed out, might take on higher risk to pursuit higher and riskier returns. Again tight regulation seems to be the only solution that can capture the moral hazard problem.

With the introduction of the BCI we provided an objective measure on the failure impact of one bank on the rest of the banks. The research done in this thesis is merely an example of the many different analyses which can be done using the BCI. For future research we would first like to point out the importance of the sample size.  As shown by our Swiss dataset, the BCI only gives fruitful results when the number of banks in the dataset is large. For future research we would suggest a dataset with a minimum of 7 banks. In our analyses we used market value as an indicator for the size of the banks, however, for the banking industry total assets is often used instead. Changing this measure might give other results towards the importance of size in respect to failure impact, future research should investigate this. Furthermore, future research should focus on the capability of the BCI to show which bank(s) would fail given Bank x fails. This needs some adjustments on the BCI concept but would give more detailed information on the linkages among banks. In future, applying the BCI on the banking industry of developing countries will be necessary, to show eventual differences or similarities with the developed world. With the introduction of the BCI we hope to solve one piece of the puzzle concerning the linkage among banks and the policy responses in crisis.  
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Appendix A.1: Worldwide recession
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██ Countries in official recession (two consecutive quarters)

██ Countries in unofficial recession (one quarter)

██ Countries with economic slowdown of more than 1.0%
██ Countries with economic slowdown of more than 0.5%

██ Countries with economic slowdown of more than 0.1%
██ Countries with economic acceleration
(Between 2007 and 2008, as estimates of December 2008 by the International Monetary Fund)

Appendix A.2: Hill plot’s
Example of a hill plot for Bank of America, data from dataset 1 (see Appendix B.1 for the banks included in dataset 1).
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The circled part is the first stable part after the variation at the beginning. Note that we should chose k=250 which gives a value for the tail index of 2.3.
Appendix B.1: Banklist
Regional datasets:
	US dataset 1
	 
	US dataset 2
	 

	Period
	02-05-1994/31-12-2008
	Period
	01-01-1986/01-03-2009  

	Number of obs.
	3828
	Number of obs.
	6042

	 
	Bank nr.
	
	Bank nr.

	BoA
	1
	BoA
	 1

	BBT
	2
	BBT
	 2

	Comerica
	3
	Comerica
	 3

	JP Morgan
	4
	JP Morgan
	 4

	Keycorp
	5
	Keycorp
	 5

	Northern Trust
	6
	Northern Trust
	 6

	PNC. FINL
	7
	PNC. FINL
	 7

	Wells Fargo
	8
	Wells Fargo
	 8

	Fifth Third
	9
	Fifth Third
	 9

	Citigroup
	10
	Citigroup
	 10

	Washington Mutual
	11
	
	 11

	Suntrust
	12
	Suntrust
	 12

	Lehman Brothers
	13
	Merrill Lynch
	 13

	Morgan Stanley
	14
	
	 

	Merrill Lynch
	15
	 
	 

	German dataset 1
	 
	German dataset2 
	 

	Period
	04-07-1984/02-09-1998
	Period
	 

	Number of obs.
	3696
	Number of obs.
	6882

	 
	Bank nr.
	
	Bank nr.

	Bayer.HYP
	1
	Bayer.HYP.VBK
	 1

	Bayer.HYP.VBK
	2
	Commerzbank
	 2

	Commerzbank
	3
	Deutschebank
	 3

	Deutschebank
	4
	Dresdnerbank
	 4

	Dresdnerbank
	5
	hvbREAL
	 5

	hvbREAL
	6
	IKB.deutsche
	 6

	IKB.deutsche
	7
	Rheinboden
	 7

	Landesbank
	8
	Suedboden
	 8

	Rheinboden
	9
	Vereins.Westbank
	 9

	Suedboden
	10
	
	 

	Vereins.Westbank
	11
	 
	 

	Swiss dataset 1
	 
	Swiss dataset 2
	 

	Period
	08-03-1983/01-04-1993
	Period
	01-01-1996/01-03-2009

	Number of obs.
	2522
	Number of obs.
	3431

	
	Bank nr.
	
	Bank nr.

	Banque.canton
	1
	Banque.canton
	 1

	Credit.Suisse
	2
	Credit.Suisse
	 2

	Gotthard.bank
	3
	UBS
	 3

	Leu.HDG.P
	4
	VP.bank
	 4

	Neue.AARG
	5
	
	 

	Swiss bank
	6
	
	 

	Union bank Swiss
	7
	
	 

	Volksbank
	8
	
	 

	VP.bank
	9
	 
	 


Cross-regional dataset:
	Period
	1986-2001
	 
	 
	 
	 

	Number of obs.
	4012
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 

	US
	 
	Germany
	 
	Swiss
	 

	Bank number
	Bank name
	Bank number
	Bank name
	Bank number
	Bank name

	 
	 
	 
	 
	 
	 

	1
	BoA
	1
	Bayer.HYP.VBK
	1
	VP.bank

	2
	BBT
	2
	Commerzbank
	2
	Credit.Suisse

	3
	Comerica
	3
	Deutschebank
	3
	UBS

	4
	JP.Morgan
	4
	Dresdnerbank
	 
	 

	5
	Keycorp
	5
	hvbREAL
	 
	 

	6
	Northern.Trust
	6
	IKB.deutsche
	 
	 

	7
	PNC.FINL
	7
	Rheinboden
	 
	 

	8
	Wells.Fargo
	8
	Suedboden
	 
	 

	9
	Fifth.Third
	9
	Vereins.Westbank
	 
	 

	10
	Citigroup
	 
	 
	 
	 

	11
	Washington.Mutual
	 
	 
	 
	 

	12
	Suntrust
	 
	 
	 
	 

	13
	Merrill.Lynch
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 


Appendix B.2: Tail dependence estimates
Plots of estimation L(1,1), see section 3.1.2, in order to get k for each regional dataset: 
US:
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N= 3828, K= 200


                                                             N= 6042, K= 350
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Germany:
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N= 3696, K= 200
N= 6882, K= 300
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Swiss:
N= 2522, K= 150






N= 3431, K= 300
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Plots of estimator L(1,1) in order to get k for each cross- regional dataset: 
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N= 4012, K= 250
Plots of estimation L(1,1) in order to get k for each minimal size dataset: 
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N= 3828, K= 200
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N=3696, K= 200 
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Appendix B.3: Conditional Probability of Joint Failure results 
Note that in each table N is the total number of observations and K is number of higher order statistics. The number on the main row and column correspond to the bank name as listed in Appendix B.1.
Individual results for CPJF analyses, US:
	 
	Period
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	US
	86-01
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	K=
	250
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	N=
	4012
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	Average

	1
	1,00
	0,13
	0,20
	0,24
	0,21
	0,18
	0,20
	0,19
	0,19
	0,23
	0,16
	0,21
	0,21
	0,20

	2
	0,13
	1,00
	0,17
	0,13
	0,15
	0,15
	0,14
	0,13
	0,15
	0,13
	0,14
	0,15
	0,13
	0,14

	3
	0,20
	0,17
	1,00
	0,21
	0,23
	0,19
	0,20
	0,18
	0,20
	0,17
	0,14
	0,18
	0,16
	0,19

	4
	0,24
	0,13
	0,21
	1,00
	0,21
	0,16
	0,20
	0,18
	0,18
	0,23
	0,14
	0,18
	0,22
	0,19

	5
	0,21
	0,15
	0,23
	0,21
	1,00
	0,20
	0,20
	0,21
	0,21
	0,17
	0,16
	0,19
	0,18
	0,19

	6
	0,18
	0,15
	0,19
	0,16
	0,20
	1,00
	0,19
	0,17
	0,22
	0,17
	0,17
	0,17
	0,17
	0,18

	7
	0,20
	0,14
	0,20
	0,20
	0,20
	0,19
	1,00
	0,19
	0,16
	0,17
	0,17
	0,18
	0,16
	0,18

	8
	0,19
	0,13
	0,18
	0,18
	0,21
	0,17
	0,19
	1,00
	0,18
	0,16
	0,18
	0,18
	0,17
	0,18

	9
	0,19
	0,15
	0,20
	0,18
	0,21
	0,22
	0,16
	0,18
	1,00
	0,14
	0,15
	0,18
	0,16
	0,18

	10
	0,23
	0,13
	0,17
	0,23
	0,17
	0,17
	0,17
	0,16
	0,14
	1,00
	0,16
	0,20
	0,24
	0,18

	11
	0,16
	0,14
	0,14
	0,14
	0,16
	0,17
	0,17
	0,18
	0,15
	0,16
	1,00
	0,15
	0,14
	0,15

	12
	0,21
	0,15
	0,18
	0,18
	0,19
	0,17
	0,18
	0,18
	0,18
	0,20
	0,15
	1,00
	0,14
	0,18

	13
	0,21
	0,13
	0,16
	0,22
	0,18
	0,17
	0,16
	0,17
	0,16
	0,24
	0,14
	0,14
	1,00
	0,17


Individual results for CPJF analyses, Germany:

	 
	Period
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Germany
	86-01
	 
	 
	 
	 
	 
	 
	 
	 
	 

	K=
	250
	 
	 
	 
	 
	 
	 
	 
	 
	 

	N=
	4012
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	Average

	1
	1,00
	0,28
	0,28
	0,26
	0,08
	0,10
	0,07
	0,08
	0,11
	0,16

	2
	0,28
	1,00
	0,36
	0,31
	0,08
	0,13
	0,08
	0,11
	0,11
	0,18

	3
	0,28
	0,36
	1,00
	0,43
	0,08
	0,13
	0,08
	0,09
	0,12
	0,19

	4
	0,26
	0,31
	0,43
	1,00
	0,07
	0,12
	0,08
	0,09
	0,11
	0,18

	5
	0,08
	0,08
	0,08
	0,07
	1,00
	0,06
	0,06
	0,12
	0,07
	0,08

	6
	0,10
	0,13
	0,13
	0,12
	0,06
	1,00
	0,07
	0,10
	0,12
	0,10

	7
	0,07
	0,08
	0,08
	0,08
	0,06
	0,07
	1,00
	0,10
	0,06
	0,07

	8
	0,08
	0,11
	0,09
	0,09
	0,12
	0,10
	0,10
	1,00
	0,08
	0,09

	9
	0,11
	0,11
	0,12
	0,11
	0,07
	0,12
	0,06
	0,08
	1,00
	0,10


Individual results for CPJF analyses, Swiss:
	 
	Period
	 
	 
	 

	Swiss
	86-01
	 
	 
	 

	K=
	250
	 
	 
	 

	N=
	4012
	 
	 
	 

	 
	 
	 
	 
	 

	 
	1
	2
	3
	Average

	1
	1,00
	0,04
	0,06
	0,05

	2
	0,04
	1,00
	0,06
	0,05

	3
	0,06
	0,06
	1,00
	0,06


Interregional results for CPJF analyses:
	CPJF
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	US Banks
	 
	 
	 
	 
	 
	 
	 

	 
	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	Average

	 
	1
	0,085
	0,082
	0,087
	0,080
	0,075
	0,104
	0,085
	0,089
	0,085
	0,096
	0,087
	0,071
	0,094
	0,086

	 
	2
	0,071
	0,089
	0,099
	0,092
	0,078
	0,096
	0,071
	0,073
	0,085
	0,085
	0,089
	0,073
	0,092
	0,084

	 
	3
	0,085
	0,094
	0,116
	0,111
	0,104
	0,109
	0,101
	0,082
	0,104
	0,114
	0,094
	0,075
	0,126
	0,101

	German
	4
	0,078
	0,085
	0,099
	0,106
	0,092
	0,104
	0,085
	0,073
	0,099
	0,109
	0,085
	0,085
	0,106
	0,093

	Banks
	5
	0,042
	0,064
	0,053
	0,048
	0,062
	0,059
	0,048
	0,055
	0,053
	0,057
	0,068
	0,053
	0,053
	0,055

	 
	6
	0,042
	0,057
	0,044
	0,040
	0,040
	0,042
	0,042
	0,035
	0,033
	0,062
	0,064
	0,048
	0,057
	0,046

	 
	7
	0,044
	0,040
	0,035
	0,037
	0,050
	0,048
	0,033
	0,033
	0,035
	0,035
	0,055
	0,046
	0,050
	0,042

	 
	8
	0,033
	0,055
	0,037
	0,044
	0,031
	0,044
	0,050
	0,059
	0,042
	0,053
	0,062
	0,057
	0,037
	0,046

	 
	9
	0,033
	0,062
	0,044
	0,042
	0,042
	0,048
	0,053
	0,035
	0,050
	0,037
	0,059
	0,046
	0,055
	0,047

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Average
	
	0,057
	0,070
	0,068
	0,067
	0,064
	0,073
	0,063
	0,059
	0,065
	0,072
	0,074
	0,061
	0,074
	 


	CPJF
	 
	 
	 
	 
	 

	 
	 
	 
	Swiss Banks
	 
	 

	 
	 
	1
	2
	3
	Average

	 
	1
	0,064
	0,075
	0,078
	0,072

	 
	2
	0,099
	0,068
	0,066
	0,078

	 
	3
	0,075
	0,073
	0,071
	0,073

	German Banks
	4
	0,068
	0,068
	0,064
	0,067

	 
	5
	0,066
	0,025
	0,050
	0,047

	 
	6
	0,068
	0,029
	0,031
	0,043

	 
	7
	0,059
	0,035
	0,027
	0,040

	 
	8
	0,075
	0,033
	0,033
	0,047

	 
	9
	0,057
	0,042
	0,040
	0,046

	 
	 
	 
	 
	 
	 

	 
	Average
	0,070
	0,050
	0,051
	 

	CPJF
	 
	 
	 
	 
	 

	 
	 
	 
	Swiss Banks
	 
	 

	 
	 
	1
	2
	3
	Average

	 
	1
	0,040
	0,066
	0,053
	0,053

	 
	2
	0,042
	0,055
	0,044
	0,047

	 
	3
	0,037
	0,064
	0,044
	0,048

	 
	4
	0,042
	0,053
	0,057
	0,050

	 
	5
	0,035
	0,057
	0,048
	0,047

	 
	6
	0,035
	0,085
	0,062
	0,060

	US Banks
	7
	0,062
	0,071
	0,042
	0,058

	 
	8
	0,048
	0,064
	0,050
	0,054

	 
	9
	0,044
	0,075
	0,055
	0,058

	 
	10
	0,044
	0,053
	0,059
	0,052

	 
	11
	0,059
	0,053
	0,046
	0,053

	 
	12
	0,042
	0,048
	0,050
	0,047

	 
	13
	0,040
	0,062
	0,062
	0,054

	 
	 
	 
	 
	 
	 

	 
	Average
	0,044
	0,062
	0,052
	 


Appendix B.4: Banking Contagion Index results
In these tables we report the estimate of the tail dependence measure L(1,1) for 
[image: image137.wmf]2
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. Where L(1,1)=1 means complete tail dependence and L(1,1)=2 means complete tail independence. Summing each value of a row gives the BCI, which are the expected number of failures in the system given a certain bank fails. Note that N are the total number of observations and K are the number of higher order statistics.
The number on the axes corresponds to the bank number as given in Appendix B.1
US BCI results:

	US Set 
	1 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	N=
	3828
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	K=
	200
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	BCI

	1
	1
	1,515
	1,48
	1,51
	1,465
	1,53
	1,52
	1,495
	1,55
	1,44
	1,605
	1,43
	1,555
	1,545
	1,51
	6,85

	2
	1,515
	1
	1,475
	1,565
	1,485
	1,575
	1,525
	1,52
	1,525
	1,545
	1,63
	1,455
	1,615
	1,575
	1,575
	6,42

	3
	1,48
	1,475
	1
	1,505
	1,44
	1,525
	1,5
	1,495
	1,48
	1,53
	1,58
	1,435
	1,61
	1,58
	1,57
	6,795

	4
	1,51
	1,565
	1,505
	1
	1,53
	1,53
	1,515
	1,56
	1,585
	1,48
	1,64
	1,51
	1,615
	1,52
	1,49
	6,445

	5
	1,465
	1,485
	1,44
	1,53
	1
	1,56
	1,515
	1,47
	1,51
	1,535
	1,575
	1,435
	1,58
	1,57
	1,57
	6,76

	6
	1,53
	1,575
	1,525
	1,53
	1,56
	1
	1,5
	1,545
	1,6
	1,53
	1,63
	1,505
	1,65
	1,545
	1,555
	6,22

	7
	1,52
	1,525
	1,5
	1,515
	1,515
	1,5
	1
	1,515
	1,58
	1,54
	1,605
	1,465
	1,665
	1,58
	1,575
	6,4

	8
	1,495
	1,52
	1,495
	1,56
	1,47
	1,545
	1,515
	1
	1,525
	1,53
	1,61
	1,44
	1,655
	1,615
	1,595
	6,43

	9
	1,55
	1,525
	1,48
	1,585
	1,51
	1,6
	1,58
	1,525
	1
	1,595
	1,605
	1,485
	1,66
	1,64
	1,64
	6,02

	10
	1,44
	1,545
	1,53
	1,48
	1,535
	1,53
	1,54
	1,53
	1,595
	1
	1,6
	1,465
	1,52
	1,455
	1,435
	6,8

	11
	1,605
	1,63
	1,58
	1,64
	1,575
	1,63
	1,605
	1,61
	1,605
	1,6
	1
	1,585
	1,615
	1,64
	1,625
	5,455

	12
	1,43
	1,455
	1,435
	1,51
	1,435
	1,505
	1,465
	1,44
	1,485
	1,465
	1,585
	1
	1,58
	1,525
	1,545
	7,14

	13
	1,555
	1,615
	1,61
	1,615
	1,58
	1,65
	1,665
	1,655
	1,66
	1,52
	1,615
	1,58
	1
	1,505
	1,45
	5,725

	14
	1,545
	1,575
	1,58
	1,52
	1,57
	1,545
	1,58
	1,615
	1,64
	1,455
	1,64
	1,525
	1,505
	1
	1,415
	6,29

	15
	1,51
	1,575
	1,57
	1,49
	1,57
	1,555
	1,575
	1,595
	1,64
	1,435
	1,625
	1,545
	1,45
	1,415
	1
	6,45


	US Set 
	2
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	N=
	6042
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	K=
	350
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	BCI

	1
	1
	1,63
	1,55
	1,56
	1,54
	1,59
	1,57
	1,56
	1,59
	1,53
	1,53
	1,60
	4,75

	2
	1,63
	1
	1,57
	1,65
	1,59
	1,64
	1,64
	1,61
	1,60
	1,59
	1,59
	1,66
	4,22

	3
	1,55
	1,57
	1
	1,56
	1,48
	1,58
	1,57
	1,57
	1,53
	1,53
	1,53
	1,61
	4,93

	4
	1,56
	1,65
	1,56
	1
	1,59
	1,58
	1,59
	1,61
	1,61
	1,60
	1,60
	1,57
	4,48

	5
	1,54
	1,59
	1,48
	1,59
	1
	1,59
	1,57
	1,56
	1,53
	1,53
	1,53
	1,59
	4,88

	6
	1,59
	1,64
	1,58
	1,58
	1,59
	1
	1,60
	1,65
	1,59
	1,59
	1,59
	1,57
	4,44

	7
	1,57
	1,64
	1,57
	1,59
	1,57
	1,60
	1
	1,59
	1,61
	1,56
	1,56
	1,65
	4,49

	8
	1,56
	1,61
	1,57
	1,61
	1,56
	1,65
	1,59
	1
	1,57
	1,53
	1,53
	1,66
	4,57

	9
	1,59
	1,60
	1,53
	1,61
	1,53
	1,59
	1,61
	1,57
	1
	1,54
	1,54
	1,63
	4,64

	10
	1,53
	1,59
	1,53
	1,60
	1,53
	1,59
	1,56
	1,53
	1,54
	1
	1,00
	1,62
	5,39

	11
	1,53
	1,59
	1,53
	1,60
	1,53
	1,59
	1,56
	1,53
	1,54
	1,00
	1
	1,62
	5,39

	12
	1,60
	1,66
	1,61
	1,57
	1,59
	1,57
	1,65
	1,66
	1,63
	1,62
	1,62
	1
	4,20


	US Set 
	Minimal 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	N=
	3828
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	K=
	200
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	BCI

	1
	1
	1,515
	1,48
	1,51
	1,465
	1,53
	1,52
	1,495
	1,55
	1,44
	1,43
	1,545
	5,52

	2
	1,515
	1
	1,475
	1,565
	1,485
	1,575
	1,525
	1,52
	1,525
	1,545
	1,455
	1,575
	5,24

	3
	1,48
	1,475
	1
	1,505
	1,44
	1,525
	1,5
	1,495
	1,48
	1,53
	1,435
	1,58
	5,555

	4
	1,51
	1,565
	1,505
	1
	1,53
	1,53
	1,515
	1,56
	1,585
	1,48
	1,51
	1,52
	5,19

	5
	1,465
	1,485
	1,44
	1,53
	1
	1,56
	1,515
	1,47
	1,51
	1,535
	1,435
	1,57
	5,485

	6
	1,53
	1,575
	1,525
	1,53
	1,56
	1
	1,5
	1,545
	1,6
	1,53
	1,505
	1,545
	5,055

	7
	1,52
	1,525
	1,5
	1,515
	1,515
	1,5
	1
	1,515
	1,58
	1,54
	1,465
	1,58
	5,245

	8
	1,495
	1,52
	1,495
	1,56
	1,47
	1,545
	1,515
	1
	1,525
	1,53
	1,44
	1,615
	5,29

	9
	1,55
	1,525
	1,48
	1,585
	1,51
	1,6
	1,58
	1,525
	1
	1,595
	1,485
	1,64
	4,925

	10
	1,44
	1,545
	1,53
	1,48
	1,535
	1,53
	1,54
	1,53
	1,595
	1
	1,465
	1,455
	5,355

	11
	1,43
	1,455
	1,435
	1,51
	1,435
	1,505
	1,465
	1,44
	1,485
	1,465
	1
	1,525
	5,85

	12
	1,545
	1,575
	1,58
	1,52
	1,57
	1,545
	1,58
	1,615
	1,64
	1,455
	1,525
	1
	4,85


Germany BCI results:
	Germany Set 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	N=
	3696
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	K=
	200
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	BCI

	1
	1
	1,52
	1,535
	1,54
	1,565
	1,885
	1,78
	1,7
	1,885
	1,86
	1,77
	2,96

	2
	1,52
	1
	1,565
	1,565
	1,57
	1,835
	1,8
	1,745
	1,87
	1,85
	1,775
	2,905

	3
	1,535
	1,565
	1
	1,445
	1,47
	1,845
	1,755
	1,675
	1,855
	1,815
	1,76
	3,28

	4
	1,54
	1,565
	1,445
	1
	1,4
	1,85
	1,735
	1,66
	1,835
	1,82
	1,74
	3,41

	5
	1,565
	1,57
	1,47
	1,4
	1
	1,84
	1,755
	1,69
	1,85
	1,79
	1,74
	3,33

	6
	1,885
	1,835
	1,845
	1,85
	1,84
	1
	1,865
	1,86
	1,87
	1,795
	1,865
	1,49

	7
	1,78
	1,8
	1,755
	1,735
	1,755
	1,865
	1
	1,785
	1,85
	1,845
	1,785
	2,045

	8
	1,7
	1,745
	1,675
	1,66
	1,69
	1,86
	1,785
	1
	1,875
	1,82
	1,83
	2,36

	9
	1,885
	1,87
	1,855
	1,835
	1,85
	1,87
	1,85
	1,875
	1
	1,805
	1,875
	1,43

	10
	1,86
	1,85
	1,815
	1,82
	1,79
	1,795
	1,845
	1,82
	1,805
	1
	1,845
	1,755

	11
	1,77
	1,775
	1,76
	1,74
	1,74
	1,865
	1,785
	1,83
	1,875
	1,845
	1
	2,015


	Germany Set 
	2
	 
	 
	 
	 
	 
	 
	 
	 
	 

	N=
	6882
	 
	 
	 
	 
	 
	 
	 
	 
	 

	K=
	300
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	BCI

	1
	1
	1,63
	1,60
	1,62
	1,88
	1,86
	1,90
	1,90
	1,81
	1,81

	2
	1,63
	1
	1,51
	1,56
	1,86
	1,81
	1,90
	1,88
	1,81
	2,06

	3
	1,60
	1,51
	1
	1,45
	1,88
	1,81
	1,88
	1,89
	1,77
	2,20

	4
	1,62
	1,56
	1,45
	1
	1,88
	1,85
	1,87
	1,88
	1,81
	2,09

	5
	1,88
	1,86
	1,88
	1,88
	1
	1,90
	1,93
	1,84
	1,90
	0,94

	6
	1,86
	1,81
	1,81
	1,85
	1,90
	1
	1,89
	1,89
	1,83
	1,16

	7
	1,90
	1,90
	1,88
	1,87
	1,93
	1,89
	1
	1,89
	1,89
	0,85

	8
	1,90
	1,88
	1,89
	1,88
	1,84
	1,89
	1,89
	1
	1,90
	0,93

	9
	1,81
	1,81
	1,77
	1,81
	1,90
	1,83
	1,89
	1,90
	1
	1,26


	Germany Set 
	Minimal
	 
	 
	 
	 
	 
	 
	 
	 
	 

	N=
	3696
	 
	 
	 
	 
	 
	 
	 
	 
	 

	K=
	200
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	BCI

	1
	1
	1,565
	1,565
	1,57
	1,835
	1,8
	1,87
	1,85
	1,775
	2,17

	2
	1,565
	1
	1,445
	1,47
	1,845
	1,755
	1,855
	1,815
	1,76
	2,49

	3
	1,565
	1,445
	1
	1,4
	1,85
	1,735
	1,835
	1,82
	1,74
	2,61

	4
	1,57
	1,47
	1,4
	1
	1,84
	1,755
	1,85
	1,79
	1,74
	2,585

	5
	1,835
	1,845
	1,85
	1,84
	1
	1,865
	1,87
	1,795
	1,865
	1,235

	6
	1,8
	1,755
	1,735
	1,755
	1,865
	1
	1,85
	1,845
	1,785
	1,61

	7
	1,87
	1,855
	1,835
	1,85
	1,87
	1,85
	1
	1,805
	1,875
	1,19

	8
	1,85
	1,815
	1,82
	1,79
	1,795
	1,845
	1,805
	1
	1,845
	1,435

	9
	1,775
	1,76
	1,74
	1,74
	1,865
	1,785
	1,875
	1,845
	1
	1,615


Swiss BCI results:
	Swiss set
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 

	N=
	2522
	 
	 
	 
	 
	 
	 
	 
	 
	 

	K=
	150
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	1
	2
	3
	4
	5
	6
	7
	8
	9
	BCI

	1
	1
	1,85
	1,82
	1,87
	1,80
	1,79
	1,81
	1,79
	1,81
	1,46

	2
	1,85
	1
	1,81
	1,87
	1,82
	1,75
	1,79
	1,81
	1,81
	1,49

	3
	1,82
	1,81
	1
	1,79
	1,75
	1,66
	1,75
	1,73
	1,71
	1,99

	4
	1,87
	1,87
	1,79
	1
	1,69
	1,68
	1,79
	1,81
	1,75
	1,74

	5
	1,80
	1,82
	1,75
	1,69
	1
	1,56
	1,67
	1,62
	1,61
	2,47

	6
	1,79
	1,75
	1,66
	1,68
	1,56
	1
	1,66
	1,63
	1,57
	2,69

	7
	1,81
	1,79
	1,75
	1,79
	1,67
	1,66
	1
	1,47
	1,69
	2,37

	8
	1,79
	1,81
	1,73
	1,81
	1,62
	1,63
	1,47
	1
	1,62
	2,52

	9
	1,81
	1,81
	1,71
	1,75
	1,61
	1,57
	1,69
	1,62
	1
	2,43


	Swiss set
	2
	 
	 
	 
	 

	N=
	3431
	 
	 
	 
	 

	K=
	300
	 
	 
	 
	 

	 
	1
	2
	3
	4
	BCI

	1
	1
	1,79
	1,82
	1,81
	0,58

	2
	1,79
	1
	1,84
	1,84
	0,53

	3
	1,82
	1,84
	1
	1,81
	0,52

	4
	1,81
	1,84
	1,81
	1
	0,54


	Swiss set
	Minimal
	 
	 
	 
	 

	N=
	2522
	 
	 
	 
	 

	K=
	150
	 
	 
	 
	 

	 
	1
	2
	3
	4
	BCI

	1
	1
	1,79
	1,81
	1,91
	0,49

	2
	1,79
	1
	1,62
	1,91
	0,69

	3
	1,81
	1,62
	1
	1,89
	0,68

	4
	1,91
	1,91
	1,89
	1
	0,29


Figure � SEQ Figure \* ARABIC �9�: Several Asian indices of stock prices during the Asian crisis











� Casper G. de Vries., 2005, “The simple economics of bank fragility”, Journal of banking & Finance vol. 29, pp. 803-825


� Starting year of “ the Panic” in the US.


� Interview in the Financial Times of mr. Prince by D. Wighton., FT July 9 2007


� Richard Portes., 1998, “An analysis of Financial crisis: lessons for the international Financial system”, FRB Chicago 8-10 october 1998


� M2: all physical bank reserves+ amount of current accounts+ all kind of savings accounts.


� Table from Pritsker 2000


� See Kaufman 1994 pag. 134


� For example: brent crude oil traded at $30 a barrel in 2000, while in 2008 it reached $130 barrel.


� Taylor november 2008 pp. 9 


� IMF December 2008 estimations


� Center For Responsible Lending (27 November 2007). "A Snapshot of the Subprime Market". 


 �Carl Mortished., “Global unemployment heads towards 50 million”, The Times, January 29, 2009 


� World economic outlook October 2008 is available at: � HYPERLINK "http://www.imf.org/external/pubs/ft/weo/2008/02/pdf/text.pdf" ��http://www.imf.org/external/pubs/ft/weo/2008/02/pdf/text.pdf�


� See for example Andrew Berg (1999)


� Source: L. Laeven 2008


� The Libor-OIS credit spread are often used to show the confidence banks have in each other and thus in the economy. High spreads mean high uncertainty.


� The G-10 at that time represented the following nations: Belgium, Canada, France, Germany, Italy, Japan, Luxembourg, the Netherlands,  Sweden, the UK, and the US 


� As stated in Founding Document of the Basel Committee


� International Convergence of Capital Measurement and Capital Standards., Basle Committee on Banking Supervision, July 1988.


� The value of the risk weighted assets were computed using different weights for each credit class (from sovereign debt to corporate debt). 


� Officially:  A Revised Framework on International Convergence of Capital Measurement and Capital Standards, Basel Committee on International Banking Supervision, first draft 1999, final draft 2006


� The credit ratings were done by private rating agencies like: Standard & Poors, Fitch e.a. 


� VaR computes the maximum daily/weekly/monthly  loss a bank could make given past returns, it uses probabilty statistics.


� Government often finance a guarantee scheme by the money creation machine, eventually fuelling inflation.


� The explanation is based on Caserta and de Vries (2003)


� See Hill (1975)


� We used the filter “banks” in Datastream for the selection.


� Largest by average market value during the period 1990-2005


� We consider the following banks to be investment banks, as they have no retail activities: JP Morgan, Morgan Stanley and Lehman Brothers.


� Number of shares outstanding * Share price, available through Datastream


� Washington Mutual and Lehman Brothers filed for chapter 11 on 26-09-2008 and 15-09-2008 respectively


� Figure from: www.wikipedia.org
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