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Abstract
With the recent economic crisis questions are raised about the impact of complex financial products, like credit derivatives on the financial stability. The academic literature however does not provide a clear answer to this question; some academics believe that the increased use of credit derivatives helps stabilizing the financial sector while others believe the opposite. This paper formalize a model that links the stability of the financial sector to various financial and market based ratios in order to find evidence for the link between the financial stability and the use of credit derivatives. After this link is established we further research into the impact of credit derivatives to the stability and its characteristics.
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1. Introduction
The market of credit derivatives originated in the early 1990s, and started to grow rapidly in the late 1990s. In 2000 the total notional principal for all outstanding credit derivatives contracts was about $800 billion, which increased to over $20 trillion in June 2006. A study of the International Swaps and Derivatives Association shows that in the summer of 2008, the notional outstanding of credit default swaps, the most popular credit derivative, amounted over $54 trillion.

With the rapid growth of the credit derivative market, academics and practitioners have shown interest in the debate whether or not derivatives increase or decrease the financial stability. In the literature, there is no unambiguous answer to this question. Many writers, e.g., Rule (2001), argue that credit derivatives should render the global financial system more resilient, since it allows banks to transfer credit risks. Credit derivatives allow the origination of and funding of credit to be separated from the efficient allocation of the resulting credit risk. New investors are now able to enter the credit market; and these new participants with differing risk management and investment objectives (including other banks seeking portfolio diversification), help to mitigate and absorb shocks to the financial system. Most of these researchers acknowledge that the credit transfer markets present some challenges. 
Other researchers, e.g., Instefjod (2001) and Heyde and Neyer (2007), raised concerns about the impact on market stability of the explosive growth in the number of risk hedging instruments. Banks may change their behaviour as a result of the existence credit derivatives. Bank loans were (partly) illiquid since they could only be sold at a discount of their economic value. This created a motive for banks to limit their risks in order to reduce the chance of illiquidity. With the introduction of credit derivatives, the banks assets became more liquid, reducing the banks vulnerability to liquidity shocks, which in turn allowed them to play the risk acquisition game more aggressively. Risk exposures become more attractive, knowing that they can be offloaded more easily in times of need. 
These views are consistent with the empirical work of Cebenoyan and Strahan (2004), who provide evidence that banks who manage their risks in a loan sale market hold a larger share of their portfolio in risky assets than banks inactive in loan sale.
The current economic crisis has intensified the debate of the effect of credit derivatives on the financial stability. The financial crisis emerged in 2007, when the U.S. subprime mortgage markets collapsed and global money markets were under pressure. The U.S. subprime mortgage crisis manifested itself first through liquidity issues in the banking system leading to a sharp decline in demand for asset backed securities. Hard-to-value structured products and other complex financial instruments had to be severely marked down. Many established financial institutions (i.e. Lehman Brothers, Merril Lynch and many more) failed and were taken over or bailed out by the government.
The aim of this research is to find whether there is a conclusive correlation between the exponential growth in the trading volume of credit derivatives and the stability of the financial sector. To do so, we will empirically investigate the following question:
“Does the growth of the market for credit derivatives decrease the stability of the financial sector, measured by default probabilities of financial institutions?”

In our research we conclude that there is a connection between financial stability and the increase in the use of credit derivatives. We saw that there is a negative relation, so that the use of credit derivatives increase default risk and thus reduce the overall financial stability. We found some indication that this relationship could be quadratic or exponential however further research should be done on this issue to prove this. The effect of credit derivatives to the probability of default of the financial institutions seems to decrease in the last years: in 2001-2004 the impact of credit derivatives was higher than in 2005-2008.
The paper proceeds as follows. In section 2 we discuss previous studies related to the increased use of credit derivatives and financial stability. We will then explain our chosen methodology in section 3. In section 4 we will present the results from our study followed with our conclusion.

2. Literature Review

Financial crises can be damaging and contagious, and in the past have led affected economies into deep recessions. Some crisis turned out to be contagious, rapidly spreading to countries with no apparent vulnerabilities. Undeniably, the whole world has been affected by the current financial crisis, that emerged in the U.S. and no country have proven to be immune. Even emerging markets with booming economies, like China and India have seen their economic growth decline with almost 7%. When the global economy is affected by a financial crisis, an unstable or a lasting disturbance in capital markets occurs. Such disturbances can take many forms, for example a banking system collapse, an external debt crisis, a currency speculation or devaluation, a stock market crash, or a political instability. Often, they are interlinked with one another. Examples of these events which had turned into contagion, i.e. spread to other countries include the U.S. stock market crash of 1987, the 1994 Mexican peso crisis, and the 1997 Thai baht crisis. Such contagious events have been widely reported in the daily news, and have also been verified in many empirical studies.

The recent economic crisis has led to an increase in credit default events, and is likely to increase these defaults some more when the full extent of the crisis becomes clear. This increase in defaults implies an increased risk for financial institutions, since more of their clients will be unable to repay their loans. This increased risk shows the importance of credit risk management. Before the emergence of credit derivatives, banks and other financial institutions used to be in a position where they could do little once they assumed credit risk except wait (and hope for the best). Financial institutions had to rely on a buy-and-hold strategy and the only way to influence the risk of their portfolio was by selecting borrowers. The selection of borrowers was more or less restricted to a scope of borrowers and industry branches. This changed considerably with the introduction of credit derivatives and credit securitization. Both instruments allow financial institutions to actively manage their portfolio of credit risk, keeping some and entering into credit derivative contracts to protect themselves from others. Hull (2008) state that since the late 1990s banks have been the biggest buyers of credit protection and insurance companies have been the biggest sellers.
The remainder of this chapter continues as following: first we will discuss some literature about which financial institutions use credit derivatives, secondly about the actual growth in the market of credit derivatives. Thirdly we will explain what earlier researchers discovered about the effects of (credit) derivatives on the financial stability. At this part we will try start at the more general point of view concerning hedging using derivatives and end with possible changes in behaviour of banks that use credit derivatives, which might affect the overall stability. It should be noted that most of the previous studies only consider credit default swaps in their research, since this is the most popular credit derivative.
Sinkey and Carter (2000) discovered a strong relationship between the size of banks and derivatives usage. They interpret this result as being related to a bank having the scale and scope of activities necessary to justify the expenditure of resources to manage a derivative program. This is in line with empirical data, which showed that at the year-end 1998, seven banks in the U.S. accounted for 94% of all derivative contracts held by U.S. commercial banks. Further, 99% of all derivatives in the U.S. were held by top 25 banks. Of all banks however, only 5% trade in derivative contracts. Smaller banks simply cannot justify the cost of participating in the market for derivatives. Membership in a bank-holding company increases the extent of participation by small banks in the market for derivatives. This implies that smaller banks that are part of a holding company are able to benefit from corporate-level resources, thus enabling them to use derivatives. This phenomenon of only the top banks trading in derivative contracts can partly be explained by the age of this research. The data that is used is of year-end 1998. At that time, ten years ago, derivatives were not used as much as today so the relative cost were higher; therefore one can expect that nowadays more banks use derivatives. 
In 2006, the International Monetary Fund (IMF) did extensive research to the tremendous growth and the complexity of credit derivatives and structured credit, the results of this research were published in their Global Financial Stability Report. According to this report the outstanding credit derivative contracts rose to an estimate over $17 trillion at year-end 2005, from $4 trillion at year-end 2003, and exceed the stock of corporate bonds and loans. Most of the recent growth has occurred among the more complex products, such as credit default swaps (CDS) that reference more than one entity. Market statistics of the International Swaps and Derivatives Association show that in July 2008, the global outstanding of the credit derivatives amounted over $54 trillion. These market statistics are presented in figure 1.
Figure 1: Global Credit Derivatives Outstanding
(in trillion U.S. dollars)
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Source: International Swaps and Derivatives Association

The market for collateralized debt obligations (CDOs) has become increasingly popular over the recent decade. A CDO is a way of creating securities with widely different risks characteristics from a portfolio of debt instruments. A typical (cash) CDO repackages portfolios of bonds, mortgages or credit card debts. Since a couple of years synthetic CDOs (which repackage derivatives such as CDS rather than actual debt) emerged to better tailor credit exposures to meet investors’ demands. Figure 2 shows the development in the market for CDOs till 2005. The recent financial crisis however might change the popularity of CDOs, since CDOs were used to repackage loans of poor quality, which eventually led to the current financial crisis. 
Figure 2: Global issuance of collateralized debt obligations: cash versus synthetic

(in billion U.S. dollars)
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The authors of the IMF Global Financial Stability Report explain that the increase in credit transfers (transferring credit risk from one party to another) has helped to make the banking and overall financial system more resilient and increases financial stability. New investors have entered the credit market, and these new participants with differing risk management and investment objectives (including other banks seeking portfolio diversification), help to mitigate and absorb shocks to the financial system. In the past these shocks affected primarily a few systemically important financial intermediaries. The improved resilience may be seen in fewer bank failures. Consequently, the commercial banks, a core segment of the financial system, may be less vulnerable to credit or economic shocks. With a broader and more diverse investor base, credit markets may deepen and liquidity should improve and, other things again being equal, the credit cycle may dampen over time. At the same time, the transition from bank-dominated to more market-based financial system presents new challenges and vulnerabilities. The authors acknowledge that in the secondary credit market liquidity is lacking within some segments, creating the potential for market disruptions.
Like the IMF Global Financial Stability Report, both Rule (2001) and Pausch (2007) explain that the development of the credit derivative market has clear potential benefits for financial stability. Credit derivatives allow the origination and funding of credit to be separated from the efficient allocation of the resulting credit risk. A more efficient allocation of credit risk allows banks to expand granting loans and taking deposits. This enhances portfolio diversification even more and reinforces risk reducing effects of credit risk transfer. If banks hold more diversified credit portfolios, they will be less vulnerable to idiosyncratic or sectoral asset price shocks.
Rule (2001) acknowledge that credit risk transfer markets present some challenges and may carry potential costs. Separating the exposure to credit risk from the direct relationship with the borrower might lessen capacity to monitor creditworthiness. Sellers of protection in a CDS contract have no contractual rights, such as covenants or information requirements, and thus reducing their ability to influence the decision making of the reference company. It might also make it more difficult for creditors, regulators and the monetary authorities to assess the actual credit exposures of banks and of the banking system as a whole. Although credit derivatives are in Rules (2001) view more likely to disperse credit risk, there is also the possibility that they could deliberately or inadvertently concentrate it. 

In the recent years regulators have been largely welcoming the development of credit derivatives, not only because of the more efficient allocation of credit risk or diversification effects, but also because credit derivatives increase the relative liquidity of loans. In the past the illiquidity of bank loan has been a main source of banking fragility. An improved ability to sell assets will make banks less vulnerable to liquidity shocks. Instefjord (2003), Wagner (2005) and other researchers however state that this is a static view. It ignores that banks may change their behaviour as a result of the increased liquidity of their assets. They may simply take on new risks following a reduction in the risks on their balance sheet through credit risk transfer.
Bank loans are partly illiquid as they can only be sold at a discount of their economic value. This creates a motive for banks to limit the risks it retains on its balance sheet in order to avoid a crisis in which it has to sell loans. In this framework, the bank’s optimization problem is to chose a probability of default that balances the benefits of higher riskiness of the bank (i.e., a higher return if the bank survives) with its costs (an increased likelihood of a crisis / default).
Wagner (2005) found that an increase in liquidity from derivatives in normal times does not affect stability. It initially improves stability by facilitating the transfer of risk via a secondary market and by increasing bank’s profits. However, it does not affect the bank’s optimal probability of default. As a consequence, the bank increases risk taking in the primary market that exactly offset the initial impact on stability. By contrast, an increase in asset liquidity in times of crisis reduces stability. There is an initial positive impact on stability, since it makes the bank less vulnerable to bank runs. This is counteracted by increased incentives for taking on risks, first because the likelihood of a bank run is reduced and secondly because the costs of a bank run for the bank are reduced as its assets are more liquid (so the losses from selling loans in a crisis are lowered). This leads to an increase in the bank’s optimal probability of default and as a result the bank takes on an amount of risk that more than offsets the initial impact on stability. 
Instefjod (2001) and Heyde and Neyer (2007) state that banks who have access to a richer set of derivatives to manage risk, will also plays the risk acquisition game more aggressively. Risk exposures become more attractive, knowing that they can be offloaded through a more active derivatives trading policy. These views are consistent with the empirical work of Cebenoyan and Strahan (2004), who provide evidence that banks who manage their risks in a loan sale market hold a larger share of their portfolio in risky assets than banks inactive in loan sale.

The critical question is how much of the extra risk will be transferred to outside parties and how much remains with the bank. Instefjod (2001) says that it depends on the price of credit and the price elasticity of the underlying credit markets. If too elastic, banks operate too aggressively in the underlying credit markets following a derivatives innovation which threaten bank stability. If too inelastic there is an opposite effect and the banking sector is stabilized by the development of the credit derivatives market. 

When the benefits of credit derivative innovation to consumers are high (i.e. when the credit markets are highly price-inelastic) the systemic risk is also likely to decrease with the introduction of a richer set of credit derivatives. Credit derivatives are the most harmful to systemic risk when the benefits of credit derivatives to consumers are low. How likely it is that the financial innovation process is directed by optimizing consumer benefits is however debatable. Arguably, the direction of this process is determined by the commercial success of the new security and not welfare considerations. This means that the more plausible direction for the innovation process is towards credit derivatives spanning the risk of the elastic credit market segments. Therefore, the innovations process may minimize the impact of consumer benefits and simultaneously have a destabilizing effect on the banking sector.

This survey of related literature shows that there is no clear answer to the question whether credit derivatives raises or lowers financial stability. Some authors believe that the introduction of credit derivatives increases the stability, while others think that banks will change their behaviour now that they have access to credit derivatives. In the next sections of our research we will try to find a conclusive answer to this question, using empirical data.

3. Methodology
It is difficult to assess the default risk of financial institutions. Financial institutions are typically ambiguous about the quality of their assets and have huge off-balance positions. Especially in times of crisis, it is near to impossible to value their complicated structured products right. A default typically happens when the value of the assets fall below the value of the companies debt. Financial institutions however are tightly regulated, so that it is harder to get a proper definition of the default point. Regulators may interfere, so that a default may happen sooner or later than it normally would have. (Un)fortunately, there are not many financial institutions defaults, so that it is difficult to tests a model that would work exclusively on financial institutions. There are however still ways to assess the default probability of financial institutions, using market data that provide satisfying results.
In the first section of this chapter the sample of financial institutions that are used in this research are presented. The second paragraph elaborates on the different methods of assessing the probabilities of default and followed by their outcomes. In the forth part of this chapter we will present a model in which link (amongst others) the credit derivatives to the probabilities of default. And in the fifth section we examine the most noticeable variables that are included in the model.
3.1 Sample
The sample will consist of 20 main players in the European financial sector. We obtained the 20 largest banks in Europe, measured by total assets, using Bureau van Dijk’s Bankscope. In this sample, we included only public traded banks, since we will use stock data later on in our research. Even though the sample consists of only 20 banks, because of the importance of these 20 players it provides a fair coverage of the European banking market. Moreover, the largest banks are obviously of particular interest for this kind of analysis due to their relatively large impact in the stability. Table 1 lists the sample of financial institutions. 
Table 1: Sample banks and relative market positions based on their latest annual report
	Name
	Country
	Total assets (Billion USD)

	Royal Bank of Scotland Group Plc
	United Kingdom
	3.501

	Barclays Plc
	United Kingdom
	2.993

	Deutsche Bank AG
	Germany
	2.974

	BNP Paribas
	France
	2.889

	HSBC Holdings Plc
	United Kingdom
	2.527

	Crédit Agricole SA
	France
	2.268

	UBS AG
	Switzerland
	1.895

	ING Groep NV
	Netherlands
	1.853

	Société Générale
	France
	1.573

	ABN Amro Holding NV
	Netherlands
	1.509

	UniCredit SpA
	Italy
	1.504

	Banco Santander SA
	Spain
	1.461

	Fortis
	Belgium
	1.282

	Credit Suisse
	Switzerland
	1.185

	HBOS Plc
	United Kingdom
	1.006

	Dexia
	Belgium
	906

	Commerzbank AG
	Germany
	870

	Lloyds Banking Group Plc
	United Kingdom
	708

	Danske Bank Group
	Denmark
	671

	Nordea Bank AB
	Sweden
	660


Source: Bankscope

The outstanding notional amount of credit derivatives will be obtained by examining the annual reports of each of these financial institutions. These annual reports are also a main source of information that we will use later on in our research, when we will examine a couple of financial ratios of these companies (more on this in paragraph 3.4 and 3.5). The analysis in this study uses data from 2001-2008. Since the market for credit derivatives before 2001 was very small, only a limited amount of financial institutions released information about their standings on these types of contracts. Even after 2001 not all banks provide this information. After the implementation of IFRS in 2004, almost all banks provide sufficient information on their derivative positions. The market based information that is used in this study like stock prices, implied volatility, interest rates and bond- and CDS spreads, is gathered using Thomson One Banker, Reuters and Datastream. 

3.2 Models to assess probability of default
The second step would be to measure the probabilities of default of these financial institutions. There are several ways to measure the default probability of a company, one could use structural models to calculate the probabilities of default (for example using the risk model of Merton (1974) or Moody’s KMV), make use of credit rating agencies (like Standard & Poor, Moody’s or Fitch) or use an implied default probability from the market. This can be done by examining either the spread of corporate bonds or the CDS spread of a company. The CDS spread can be directly observed from the market, however the corporate bond spread cannot. To measure this spread, one must match the corporate bond interest rate with that of a comparable government bond in order to calculate the credit spread. 
In the remainder of our research we will use 4 different methods of calculating the probability of default: bond spreads, CDS spread, Merton distance to default model as a structural model and the credit rating of Standard and Poor (S&P). We choose these methods because there is no flawless way of assessing the probability of default, and therefore it is best to use multiple methods, and compare the results of these methods with each other. When calculating the probability of default using both bond and CDS spreads, we will imply the probabilities using market data. According to efficient market hypothesis, all information should be incorporated in the price. Even though many studies have shown that the strong form of market efficiency does not hold; using market data is still a viable estimate of the “real” default probabilities. 
3.2.1 Calculating the probability of default using bond spreads

A corporate bond is riskier that a typical government bond or inter-bank interest rates like Libor or Euribor. Corporations do occasionally default on their obligations, so that the holder of a corporate bond bears credit risk. This additional risk must be compensated to the holder of the bond; otherwise nobody would invest in corporate bonds. The additional premium of a corporate bond must thus be a compensation for the credit risk. Hull (2008) claims, that the Libor rate is a better approximation of the risk-free rate than a government bond. Therefore we will use the Libor rate instead of the government bond as a risk-free rate. By using the credit risk compensation of a corporate bond, one can thus calculate the probability of default, as estimated in the market. 
Using the bond prices to estimate default probabilities requires an estimate of the recovery rate. The recovery rate for a bond is normally defined as the bond’s value immediately after default, as a percent of its face value. Moody’s did extensive research about the historical recovery rates of corporate bonds, and found that a senior secured bond has an estimated recovery rate of 51.9%, a senior unsecured bond a recovery rate of 36% and a subordinated bond a recovery rate of 31.8%. The complete list of different types of corporate bonds and their estimated recovery rates are given in Hull (2008). 
With the bond premium and the estimate of the recovery rate, we will be able to calculate the individual default probabilities the following way
:

Let B be the bond spread, and T the maturity of the bond. With a certain spread, the cost of a default (COD) to the investor is:
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With this cost of default, and the assumed recovery rate (RR), the implied probability of default of a bond (PDBond) is:
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3.2.2 Calculating the probability of default using CDS spreads

The CDS spread is the premium a buyer of default protection has to pay to a protection seller. The only determinants of a CDS spread are the probability of default and the recovery rate. After correcting for the recovery rate, like with the corporate bonds, one can observe the default probability as it is assessed by the market. Since this method is comparable with the implied probability of default using bonds, the results should be similar. Kool (2006) however found some deviations between the bond and CDS spreads, which makes it interesting to examine the differences. The method of calculating is almost the same as with bonds
:
Let C be the CDS spread, and T the maturity of the swap. With a certain spread, the cost of a default (COD) to the protection seller is:
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With this cost of default, and the assumed recovery rate (RR), the implied probability of default using CDS spreads (PDCDS) is:
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3.2.3 Calculating the probability of default using Merton distance to default model
Of the structural models to assess credit risk, the model of Merton (1974) is the most famous. In this model, the equity of the firm is a call option on the underlying value of the firm with a strike price equal to the face value of the firm’s debt. As inputs, Merton’s model requires the current value of the company's assets, the volatility of the company’s assets, the outstanding debt, and the debt maturity. This model however makes a couple of unrealistic assumptions; like that a default can only happen at the maturity of the debt, the capital structure only compose of equity and debt and the market value of a firms assets is lognormal distributed. Newer models like Moody’s KMV correct for these assumptions. Moody’s KMV is said to give the most robust results for all kind of companies, including financial institutions. 

Moody’s KMV however uses its large database of historical default distribution to estimate the probability of default for a company. Obtaining data from Moody’s database would be too costly, and thus unfeasible. The Merton distance to default (DD) model uses most of the adjustments of Moody’s KMV to the standard Merton model, except from private data. Even though the model that we will use does not match that of Moody’s KMV exactly, it is the same method employed by Vassalou and Xing (2003), Bharath and Shumway (2004) and other researchers. Their results were considered relevant for a feasible Moody’ KMV model.
The Merton DD model assumes that a company has a certain amount of debt that will become due at a future time T. The company defaults if the value of its assets is less than the promised debt repayment at time T.

To calculate the probability of default, the model subtracts the face value of the firm’s debt from an estimate of the market value and then divides this difference by an estimate of the volatility of the firms’ assets. The outcome is known as the distance to default, which is then substituted into a cumulative density function to calculate the probability that the value of the assets will be less than the value of debt at the forecasting horizon.
Bharath and Shumway (2008) explain that the Merton DD model makes two important assumptions; the first is that the value of a firm follows geometric Brownian motion,
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Where V is the total value of the firm, μ is the continuously compounded return on V, σV is the volatility of the firms’ assets and dW is a standard Wiener process. The second assumption of the Merton DD model is that the firm has issued only one zero-coupon bond maturing in time T. In the model, the equity of the firm is a call option on the underlying value of the firm with a strike price equal to the value of the firm’s debt and a maturity of time T. The value of this call option can be described by the Black-Scholes-Merton formula. By put-call parity, the value of the debt is equal to the value of a risk-free discount bond minus the value of a put option. The Merton model specifies that the equity value of a company satisfies
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In which E is the market value of the firm’s equity, F is the face value of the debt, r is the risk-free rate, N( . ) is the cumulative standard normal distribution function and d1 and d2 are given by
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and
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The Merton DD model is based upon two important equations. The first is equation (6), expressing the equity value as a function of the total value. The second relates the volatility of the firm’s asset value to the volatility of its equity. The value of equity is a function of the value of the firm and time, so that it follows from Ito’s Lemma that
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In the Black-Scholes-Merton model, it can be shown that
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In the Merton DD model the value of the option is observed as the total value of the firm’s equity, while the underlying value of the asset is not directly observable. The equity value E can be observed from the market by multiplying the outstanding shares by the current stock price. The volatility of the equity σE can be estimated by using historical stock return data. It is typical to use a forecasting horizon of one year (T = 1), and as such a 12-months risk-free rate (12-month Libor) can be applied. For the face value of debt F, we can use the book value of the total liabilities. All variables are thus observable except for the value of the assets V, and its volatility σV. These values have to be inferred from equations (6) and (10). First an initial value of σV is estimated by
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(11)
The value of the assets V can then be calculating by using equation (6) and the calculated σV from equation (11). This will be done on a daily basis of the previous year. With these values of V, we will calculate the implied log return on assets each day, and use this return series to generate new estimates of σV and μ. Once this numerical solution is obtained, the distance to default can be calculated by
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The corresponding probability of default is
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3.2.4 Calculating the probability of default using Standard and Poor’s credit rating
The forth methods of calculating the default probabilities will be by using the credit ratings of Standard and Poor (S&P). Credit rating agencies like S&P assign credit ratings for issuers of certain types of debt obligations. A credit rating for an issuer takes into consideration the issuer's credit worthiness (i.e., its ability to pay back a loan), and affects the interest rate applied to the particular security being issued. Almost all large corporations have themselves rated in order to issue debt. The value of such rating however has been questioned after the recent financial crisis since the rating of many corporations did not predict the amount of defaults in the market. Even though these questions concerning the reliability of credit ratings, we have decided to use them in our model since they are so widely used. 
S&P rates borrowers on a scale from AAA to D in which AAA is the best quality borrowers and D are companies in default. The ratings are divided into 2 categories: investment grade and non-investment grade (also known as junk bonds). From studies of defaults in the past, S&P has attached default probabilities to each rating. These probabilities are presented in table 2. From this table it seems that investment grade companies only default very rarely on their obligations. This is exactly the criticism on credit rating agencies, since with the current financial crisis, much more “investment grade” companies got into financial distress then these ratings would predict. Based on these default probabilities we have interpolated the values for intermediate ratings like A+, AA- and AA+ which are also found in our sample.

Table 2: Standard & Poor’s credit ratings and their default rates
	S&P rating
	Defaults within 1 year
	Standard deviation

	Investment grade
	 
	 

	    AAA
	0%
	0%

	    AA
	0.03%
	0.08%

	    A
	0.08%
	0.11%

	    BBB
	0.24%
	0.27%

	Non-investment grade
	 
	 

	    BB
	0.99%
	2.88%

	    B
	4.51%
	9.87%

	    CCC/C
	25.67%
	12.15%


3.3 Probability of default
In this part we will discuss the default probabilities as calculated with the different methods and compare them with each other. The most interesting question here is whether the results are comparable or not.
3.3.1 Probability of default using bond spreads
The probability of default as calculated with bond spreads show a pattern that is comparable with that of the overall economy. The probability of default increases of economic downturn (2001 – 2002 and 2007 – 2008) and decreases in prosper times. These probabilities of defaults are shown in figure 3, in which the black line represents the average default probability of the 20 companies. The grey bands below and above this average represents the minimal and maximum values in the sample so that all observations are within the grey area. 
Especially during the recent financial crisis the probabilities of default increased drastically. At the end of 2008 a few companies had a probability to default of over 12% (HBOS Plc and Nordea Bank AB) while other default probability remain around 2% (Banco Santander SA)

Figure 3: Average probability of default using bond spreads
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The grey band represents the highest and lowest values so that all observations are within the grey area.
3.3.2 Probability of default using CDS spreads

There is no CDS spread data available for 2001 and for 2002 this data is only available for 2 companies (ING Groep NV and Nordea Bank AB). Especially during the years 2003 – 2006 the CDS spread is extremely low and so is the default probability. For example in 2006, a CDS spread of a few basis points was not uncommon. Only in 2007 and 2008 the probability of default increases. In 2008 however the average probability of default using CDS spreads is 2.7%, which is quite lower than that of the bond spread. The highest default probability is that of Dexia with 6.7%. Both methods use market data so that one would expect the results to be more or less comparable. Therefore the reason for this discrepancy remains unclear.
Figure 4: Average probability of default using CDS spreads
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The grey band represents the highest and lowest values so that all observations are within the grey area.
3.3.3 Probability of default using Merton distance to default model
The probability of default from the Merton DD model shows the most extreme results. Like with the other models, the pattern of the economy is also reflected in this model. During the economic downturn of 2001 the probabilities of default are considerably higher than those of the next years. However starting in 2007 and maturing in 2008, the Merton DD model provides its extreme results when comparing with the previous 2 methods. In 2008 the average probability of default was 10.6% while Fortis had a 36.3% probability to default on its obligations! Like with the CDS spreads, the probability of default in the period 2003 – 2006 of the Merton DD model is very low. This can be explained by the economic condition in which the stock market flourished. Also the volatility of equity is considerably lowing during economic booms than it is during a downturn. And a lower volatility means less chance for the value of the assets to drop below the face value of the debt and thus a lower probability of default.
Figure 5: Average probability of default using Merton DD model
[image: image19.png]40%
35%
30%
25%
20%
15%
10%

5%

0%

2001

2002

2003

2004

2005

2006

2007

2008





The grey band represents the highest and lowest values so that all observations are within the grey area.
3.3.4 Probability of default using Standard & Poor’s credit rating
The probability of default using S&P’s credit rating shows the smoothest results. In the sample period, the results of each financial institution are more or less the same. Only small adjustments in the credit rating are made by S&P. A few companies have the same rating throughout the entire sample and most other companies have only one adjustment during these 8 years. These small adjustments make these probabilities not very useful in a regression and therefore the results using the credit rating of S&P provides the least reliable results when comparing it to the other 3 methods. Even in 2008 the average probability of default is 0.055% and the maximum 0.08% which is very low compared to the problems in the financial sector. Multiple banks, including banks from this sample, received government support in order to survive the crisis so that one would expect a higher probability of default.
Figure 6: Average probability of default using Standard and Poor’s credit rating
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The grey band represents the highest and lowest values so that all observations are within the grey area.
3.4 Regressing the credit derivatives to the default probabilities

The third step would be to link the amounts outstanding of the credit derivatives to the fluctuations in the probabilities of default of the financial institutions. In order to do so, we will use 4 regressions, one for each method of calculating probability of defaults. In these regressions we insert the probabilities of default as depend variable and among others, the amounts outstanding on credit derivatives as independent variables. Since there a lot more factors that influence default risks we will implement the factors that are used in Altman’s (1968) bankruptcy prediction model. Altman compiled a list of 22 financial ratios and classified each into one of five categories: liquidity, profitability, leverage, solvency and activity. Altman estimated the model using multiple discriminant analysis to derive a linear combination of variables that discriminated between bankrupt and non-bankrupt firms. The linear model that Altman found is
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Where X1 is the working capital to total asset, X2 is the retained earning to total asset, X3 is the earning before interest and taxes (EBIT) to total asset, X4 is the market value of equity to book value of total debt, X5 is the sales to total asset and Z is an overall score that determines the likelihood of default. A lower Z-score means a higher probability of default. Other researchers like Grice and Ingram (2001) have tested Altman’s Bankruptcy prediction model and found that those who want to employ this model, should re-estimate the model’s coefficients. Grice and Ingram explain that the coefficients are not stable and significant better results will be achieved when the coefficients are re-estimated.
These studies show that these 5 financial ratios provide an (partial) explanation for financial distress. Therefore we will implement these 5 ratios in our research. The only thing that we will change in these ratios is X2: earning before interest and taxes (EBIT) to total asset. Since the sample consists of only financial institutions, of which interest income and expenses are an integral part of the core business. Therefore we will use the pre-tax income (earnings before tax) to total assets as the second variable. In order to regress these factors to the default probabilities, we will have to calculate the relevant Z-scores for each default probability, using a one-tailed distribution. 
Researches like Greatrex (2008) have found that market data, like implied volatility can explain deviations in credit spreads spreads. And by explaining the credit spread, it should also explain the deviations in the default probabilities. The implied volatility of stocks provides information about the sentiment in the market concerning this specific company. A high implied volatility insinuates high uncertainty, which means higher risks. The previous variables in our model only account for structural factors and not for the sentiment of the market. The default probabilities however are calculated using market data and are thus influenced by the uncertainty in the market. To correct this, we will insert the implied volatility of the stock prices into the model as a sixth variable. These implied volatilities are calculated by Datastream by using short term at-the-money call options. As a seventh variable we will add the amount outstanding on credit derivative contracts to total assets. This variable will show what the effect of credit derivatives is to the probabilities of default.

The difficulty to this research however, is that it makes use of information from annual reports. Therefore, for each financial institution we have only one observation for each financial year. Before 2001, the accounting standards were less strict, so that not all information concerning derivative contracts will be available. Even in the years after 2001, some companies are not specifying all their positions in derivatives.

To mitigate the limited amount of data, we will make use of panel data analysis. With panel data analysis, we will have only one regression for each method of calculating the default probability. This way we will be able to calculate the significance of the extra variable: outstanding credit derivatives to total assets. The model that we use to regress the financial institutions Z-score, to the 7 factors is
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Where Zit is the relevant Z-score, α is a constant term and Xit are column vectors of the 7 financial ratios of the twenty financial institutions, where:

X1 is the working capital to total assets; X2 is the retained earning to total asset; X3 is the pre-tax income to total asset; X4 is the market value of equity to book value of total debt; X5 is the sales to total asset; X6 is the implied volatility using short term at-the-money call options and X7 is the notional amount of credit derivative contracts to total assets.
With this panel data analysis we will make use of “fixed or random effects” in order to enhance the power of our results. With the fixed effects models the intercepts term α vary over the individual units i so that each company has a different intercept term. With the random effects model it is assumed that αi are random factors, independently and identically distributed over the individual firms since it captures all factors that affect the depended variable, but that have not been included as regressors in the model. One must chose between either the fixed or the random effects model. The results of a Hausman test will tell which method should be employed. This Hausman test will show for each regression whether the fixed or the random effects model should be used.
The outcome of different betas in this regression determines the significance of a particular ratio to the probability of default of a financial institution. If β7 is significant, the outstanding amount of credit derivatives has an impact on the financial stability. The sign of this coefficient determines whether the growth of credit derivatives has a positive or negative effect on the financial stability.
The model will be tested for normality and autocorrelation. If necessary, the results will be corrected for these phenomenons. We will use the Durbin-Watson test to determine if the regression suffers from autocorrelation and if it does, we will use White’s correction. 

3.5 The variables
In this section we will first present an overview of the variables and their characteristics, followed by a more in-debt discussion of the 4 variables that changed most during the sample period.

3.5.1 Data 
In table 3 the descriptive statistics are presented. A noticeable thing is the relative high standard deviation of X7, which is the credit derivative variable. And for this variable, the mean differs greatly from the median. From the Jarque-Bera score it follows that except from X2 (retained earnings to total assets) all variables are not normally distributed.
Table 3: Descriptive statistics

	 
	X1
	X2
	X3
	X4
	X5
	X6
	X7

	 Mean
	0.03690
	0.01763
	0.00607
	0.05982
	0.06145
	0.31301
	0.45446

	 Median
	0.03138
	0.01699
	0.00696
	0.05551
	0.05483
	0.22236
	0.18153

	 Maximum
	0.16162
	0.04395
	0.01725
	0.18487
	0.17425
	1.00193
	2.81736

	 Minimum
	0.00648
	-0.01126
	-0.02321
	0.00629
	0.00189
	0.11205
	0.00000

	 Std. Dev.
	0.01841
	0.00997
	0.00574
	0.03084
	0.02779
	0.20255
	0.67281

	 Skewness
	2.90
	-0.22
	-2.14
	0.75
	1.34
	1.42
	2.02

	 Kurtosis
	18.20
	3.73
	9.94
	4.05
	5.19
	4.20
	6.36

	
	
	
	
	
	
	
	

	 Jarque-Bera
	1,390.16
	4.68
	437.65
	21.98
	77.95
	52.24
	149.43

	 Probability
	0.0000
	0.0961
	0.0000
	0.0000
	0.0000
	0.0000
	0.0000

	
	
	
	
	
	
	
	

	 Observations
	126
	155
	158
	157
	157
	132
	130


X1 = working capital to total assets; X2 = retained earning to total asset; X3 = pre-tax income to total asset; X4 = market value of equity to book value of total debt; X5 = sales to total asset; X6 = implied volatility using at-the-money options; X7 = notional amount of credit derivative contracts to total assets.

Table 4 shows the correlation between these 7 variables. There is a high correlation (higher than 0.5) between the working capital to total assets and the pre-tax income to total assets; between the working capital to total assets and the market value of equity to total debt; between the pre-tax income to total assets and the market value of equity to total debt; between pre-tax income to total assets and the implied volatility; and between the market value of equity to total debt and the implied volatility. 
Table 4: Correlation matrix
	 
	X1
	X2
	X3
	X4
	X5
	X6
	X7

	X1
	 
	
	
	
	
	
	

	X2
	0.401306
	 
	
	
	
	
	

	X3
	0.536032
	0.433383
	 
	
	
	
	

	X4
	0.693283
	0.384732
	0.731767
	 
	
	
	

	X5
	-0.04117
	-0.31916
	0.074581
	-0.00324
	 
	
	

	X6
	-0.20862
	-0.20898
	-0.70046
	-0.57673
	-0.03821
	 
	

	X7
	-0.37212
	0.093096
	-0.31841
	-0.36482
	-0.24871
	0.205096
	 


X1 = working capital to total assets; X2 = retained earning to total asset; X3 = pre-tax income to total asset; X4 = market value of equity to book value of total debt; X5 = sales to total asset; X6 = implied volatility using at-the-money options; X7 = notional amount of credit derivative contracts to total assets.

3.5.2 The 4 most noticeable variables 

Of the seven variables that we include in our regression some show more interesting results than others. Of these 7 ratios, we will discuss the 4 with the most noticeable results: Pre-tax income to total assets, market value of equity to book value of debt, the implied volatility and credit derivatives to total assets. These variables are most noticeable since they show clearly a pattern over time. The other 3 variables that will not be discussed are more constant over time, so that an in-debt discussion will not be necessary.
3.5.2.1 Pre-tax income to total assets

Because the profitability of a company fluctuates heavily between economic booms and financial crisis, it is logical that the pre-tax income to total assets shows a trend that is reflecting the economic state. Figure 7 shows the average pre-tax income to total assets of the 20 financial institutions. In this graph the black line represents the average of the 20 financial institutions. All observations are within the grey bands. In 2005 – 2007 when the economy was growing, the pre-tax income was much more comparable between the companies than in times of an economic downturn. Especially with the recent financial crisis, the differences in profitability are very high. For example in 2008, Banco Santander still had a positive pre-tax income to total assets of over 1.08% while ABN Amro Holding had -2.32%. 

Figure 7: Pre-tax income to total assets
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The grey band represents the highest and lowest values so that all observations are within the grey area.
3.5.2.2 Market value of equity to book value of total debt
The market value of equity seems to show a trend in the market for financial institutions, since this ratio decreases during the sample period. This would suggest that banks increases their borrowings more than they increase their equity. Doing so would reduce the ability to cover losses and thus increase (default) risk. However the increase of liquidity in both the debt and credit markets over the last 10 years might mitigate this increased risk. Figure 8 shows the average market value of equity to book value of total debt of the 20 financial institutions, where the grey area covers all observations.

Figure 8: Market value of equity to book value of total debt
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The grey band represents the highest and lowest values so that all observations are within the grey area.
3.5.2.3 Implied volatility

The clearest characteristic of the implied volatility is that it covers the uncertainty in the market. When the economy declines, uncertainty about individual companies increase and so does the implied volatility. The implied volatility of companies is very alike during the economic growth period of 2003 – 2006. In 2007, when the current financial crisis struck, the volatility of individual companies started to increase drastically. In 2008 the implied volatility of Fortis reached over 100%! The implied volatility of other companies were more constant, like Nordea Bank which had an implied volatility of 29.5% in 2008.

Figure 9: Implied volatility
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The grey band represents the highest and lowest values so that all observations are within the grey area.
3.5.2.4 Notional amount of credit derivative contracts to total assets
In figure 1 it was shown that the overall market for credit derivatives increased tremendously over the last decade. The companies on this sample show the same results, with a great increase in credit derivative positions; figure 10 shows the average position of the sample. It is clear from this figure that there is a great difference between positions in credit derivatives between the companies. Some companies hold up to almost 3 times their total assets in credit derivatives! For example Deutsche Bank had 2.82 times their total assets in credit derivatives in 2006 and Credit Suisse has 2.77 times their total assets as credit derivatives in 2008. Some companies however do not hold credit derivatives, like HBOS who did not have any positions till 2007. After 2007 HBOS only held a limited amount of credit derivatives. 

Figure 10: Notional amount of credit derivative contracts to total assets
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The grey band represents the highest and lowest values so that all observations are within the grey area.
It should however be noted that these outstanding positions include both long and short positions and on average most financial institutions how approximately the same amount long as short in credit derivatives. With the financial crisis in 2008 most companies reduced their credit derivative positions.

4. Results
In this chapter we will elaborate on our research. First we will present the results of the regressions of our model for the 4 different methods of calculating the probability of default. In the second part of this chapter we will focus primarily on credit derivatives. In this part we will make several adjustments to the model to come to a better understanding on the credit derivatives and their impact on the financial stability.

4.1 Regressing the default determinants to the probabilities of default
The regression of all 4 methods shows some connection between the tremendous increase in credit derivatives of individual companies and their probabilities of default. This paragraph is split so that the 4 methods are discussed separately.

4.1.1 Regression using bond spreads
The results of the regression of equation 15 are presented in table 5. In this regression the Z-score of the probability of default, as calculated using bond spreads, is the dependent variable and the other 7 variables are independent. 
Table 5: Regression using bond spreads
	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	2.2583
	0.2106
	10.7205
	0.0000

	X1
	0.6896
	2.6085
	0.2644
	0.7923

	X2
	-3.3413
	4.9584
	-0.6739
	0.5026

	X3
	12.5341
	11.1507
	1.1241
	0.2648

	X4
	1.0484
	1.2438
	0.8429
	0.4022

	X5
	2.5044
	1.4539
	1.7225
	0.0894

	X6
	-0.9374
	0.1449
	-6.4706
	0.0000

	X7
	-0.0613
	0.0375
	-1.6332
	0.1069

	
	
	
	
	

	Adjusted R-squared
	0.6633
	Observations
	93


C = intercept; X1 = working capital to total assets; X2 = retained earning to total asset; X3 = pre-tax income to total asset; X4 = market value of equity to book value of total debt; X5 = sales to total asset; X6 = implied volatility using at-the-money options; X7 = notional amount of credit derivative contracts to total assets.
In this regression a fixed effects model is used, as was the outcome of the Hausman test. To correct for autocorrelation a White correction is used. This table shows a high t-statistic for both the constant variable and the implied volatility. Since the sample is small compared to the independent variables in this regression, a confidence level of 10% would be appropriate to determine significance. By this measurement only the independent variables X5 (sales to total assets) and X6 (implied volatility) are significant. The sign of the coefficient shows whether the variable increases or decreasing default risk. A minus sign means that it increases risk. So a high value for X2 (retained earnings), X6 (implied volatility) and X7 (credit derivatives to total assets) would increase risk, while a high value the other variables decreases risk, however a couple of these variables show a high p-value and are therefore unreliable. For the significant variables the results seems in-line with expectations. A higher sales to total assets decreases risks, which is logical since a company that has a high turnover is generally more successful than a company with a low turnover. And a higher implied volatility increases risks since with a high implied volatility there is more uncertainty and thus risk.

The credit derivative variable X7 shows a p-value of 0.106 which is just too high to call it significant at the 10% confidence interval. The value of this coefficient is negative, so that an increase in credit derivative positions would increase default risks and thus decrease stability. 
4.1.2 Regression using CDS spreads

In this regression again the fixed effects model is used, as was the outcome of the Hausman test. Since there was a presence of autocorrelation, a White correction has been applied. When using a 10% confidence level there are 4 independent variables significant: X4 (market value to total debt), X5 (sales to total assets), X6 (implied volatility) and X7 (credit derivatives to total assets). The sign of the coefficient for the sales to total assets is minus though, which would mean that a rise in this ratio would increase risk, which is in contradiction with the result from the regression using bond spreads. The other significant variables for the market value to debt and the implied volatility are in-line with expectations: a high market value to the book value of debt shows confidence of investors and since equity acts as a buffer to default when it comes to losses, a high equity value should lower the probability of default. 
The credit derivative coefficient has a p-value of 0.005, and like with the bonds, the sign is negative. An increase in the positions of credit derivatives by a financial institution would thus increase their risks. 
Table 6: Regression using CDS spreads
	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	3.4561
	0.2179
	15.8590
	0.0000

	X1
	-2.4196
	3.9838
	-0.6073
	0.5461

	X2
	-2.6925
	6.9287
	-0.3886
	0.6990

	X3
	-9.6311
	12.2217
	-0.7880
	0.4340

	X4
	6.4477
	2.2341
	2.8860
	0.0055

	X5
	-2.9782
	0.9553
	-3.1175
	0.0029

	X6
	-1.8347
	0.2990
	-6.1351
	0.0000

	X7
	-0.1044
	0.0359
	-2.9118
	0.0052

	
	
	
	
	

	Adjusted R-squared
	0.8314
	Observations
	79


C = intercept; X1 = working capital to total assets; X2 = retained earning to total asset; X3 = pre-tax income to total asset; X4 = market value of equity to book value of total debt; X5 = sales to total asset; X6 = implied volatility using at-the-money options; X7 = notional amount of credit derivative contracts to total assets.
4.1.3 Regression using Merton Distance to Default model
In this regression the random effects model is used, as was the outcome of the Hausman test. Since there was a presence of autocorrelation, a White correction has been applied. The probabilities of default from the Merton DD model are moving more extreme along the economic cycle than the previous 2 methods. In times of an economic downturn the probabilities spike, while during economic growth the probabilities are close to zero. The results of this regression are given in table 7. With this regression the only 2 variables that are significant are the sales to total assets and the implied volatility.

The signs of these variables are the same as with the regression using bond spreads. The coefficient of the implied volatility however is much higher than with the other regressions. The p-value for the credit derivatives is 0.31, so to high to call it significant. The sign of this variable is however negative again, like with the previous 2 regressions. 

Table 7: Regression using Merton Distance to Default model
	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	5.4770
	0.7124
	7.6877
	0.0000

	X1
	-13.0544
	25.8133
	-0.5057
	0.6144

	X2
	-6.7185
	26.7221
	-0.2514
	0.8021

	X3
	11.4215
	48.4635
	0.2357
	0.8143

	X4
	-0.1115
	14.3692
	-0.0078
	0.9938

	X5
	5.4915
	3.1078
	1.7670
	0.0810

	X6
	-6.4286
	1.4614
	-4.3988
	0.0000

	X7
	-0.1446
	0.1417
	-1.0204
	0.3106

	
	
	
	
	

	Adjusted R-squared
	0.6009
	Observations
	89


C = intercept; X1 = working capital to total assets; X2 = retained earning to total asset; X3 = pre-tax income to total asset; X4 = market value of equity to book value of total debt; X5 = sales to total asset; X6 = implied volatility using at-the-money options; X7 = notional amount of credit derivative contracts to total assets.
4.1.4 Regression using Standard & Poor’s credit rating
The Hausman test showed that we had to use the fixed effects model for the regression using the default probabilities of Standard & Poor’s credit rating. Like with the other regressions autocorrelation was present, so that we used Whites correction. Table 8 shows the results from this regression.
Table 8: Regression using Standard & Poor’s credit rating
	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	3.2952
	0.0598
	55.0759
	0.0000

	X1
	-0.2806
	1.2243
	-0.2292
	0.8194

	X2
	2.4588
	2.4988
	0.9840
	0.3285

	X3
	8.9065
	3.8061
	2.3401
	0.0221

	X4
	-0.6884
	0.6442
	-1.0686
	0.2889

	X5
	-0.2724
	0.4476
	-0.6086
	0.5448

	X6
	0.0018
	0.0587
	0.0301
	0.9760

	X7
	0.0109
	0.0169
	0.6454
	0.5208

	
	
	
	
	

	Adjusted R-squared
	0.7813
	Observations
	93


C = intercept; X1 = working capital to total assets; X2 = retained earning to total asset; X3 = pre-tax income to total asset; X4 = market value of equity to book value of total debt; X5 = sales to total asset; X6 = implied volatility using at-the-money options; X7 = notional amount of credit derivative contracts to total assets.
As was explained in section 3.3.4 the results from this regression are much more unreliable than the other 3 regressions. Since most companies only have one rating adjustment during the sample period, a regression with 7 independent variables cannot provide solid results, so that one must use caution when interpreting the outcome. 
In this regression only the variable X3 (pre-tax income to total assets) is significant, all other variables have high p-values. The implied volatility, which is significant in the other 3 regressions, has a p-value of 0.98. The credit derivative variable has a positive sign, in contradiction to the previous regressions. A positive sign would mean that the use of credit derivatives reduce bankruptcy risk.
Since Standard & Poor’s credit rating consists of ordinal data, an OLS-regression will always be slightly flawed. To see whether or not the results would be different if we were to choose a different approach, we also used the Ordered Probit method to estimate the regression. This method provides slightly better results. For example with the Orderd Probit method the variables “market value of equity to the total debt” and “sales to total assets” would decrease default probability in contradiction to the OLS-regression. However even with the Order Probit method, a high implied volatility would decrease default risks, which is very strange. High uncertainty in the market should increase default probability and not decrease it. With this method the credit derivative variable still has a positive sign like with the OLS-regression.
Since there are very limited adjustments in the credit rating, and these adjustments are relatively small it is logical that variables that changed a lot during the sample period (implied volatility and credit derivatives to total assets) turns out to be insignificant in the regression. The fact that they turn out insignificant in this regression does not mean that they do not influence the default probability but rather that the method of calculating the probability of default is flawed. It is also possible that the Standard & Poor does not recognise these variables as factors that influence the default probability, even though the other methods show that they do.
4.2 Credit derivatives
In the previous paragraph we already briefly discussed the results of the credit derivative variable X7 on the 4 different types of calculating the default probability. In this paragraph we will discuss the results of this variable in more detail. First we give an overview of the credit derivative variable. Secondly we will evaluate the importance of this variable on the probability of default. Thirdly we examine whether the effect of credit derivatives on the probability of default might be other than linear. And fourthly we examine if the effect of credit derivatives is the same throughout the sample by introducing a dummy variable.

4.2.1 Overview

Here we will present an overview of the credit derivative variable X7 from the regressions of section 4.1. To that end we have put the results in table 9. Only the regression of the CDS spread shows the credit derivatives as a significant variable on a 10% confidence level, however in the regression using bond spreads it is very close with a p-value of 0.1069. The regression using Merton DD has a p-value of 0.31, so we are unable to accept that this variable is significant in that particular regression. 

Table 9: Notional amount of credit derivative contracts to total assets 
	X6
	Coefficient
	Std. Error
	t-Statistic
	Prob.

	Bond spread
	-0.0613
	0.0375
	-1.6332
	0.1069

	CDS spread
	-0.1044
	0.0359
	-2.9118
	0.0052

	Merton DD
	-0.1446
	0.1417
	-1.0204
	0.3106

	Credit rating (S&P)
	0.0109
	0.0169
	0.6454
	0.5208


All first 3 methods show a relatively small and negative coefficient. From the literature it followed that the effect of credit derivatives would be twofold: first it decreases risks by allowing banks to offload credit risk and diversify but it would also encourage them to take-on more risks. Since these effects counteract with each other it is logical that the net effect would be relatively small. One would also expect the literature to have a more decisive answer to the question whether credit derivatives increase bank risks if the net effect would have been larger. 

The negative sign of the coefficient means that increasing the notional amount of credit derivatives held by financial institutions would increase their default risk, and thus decrease financial stability! Only the results from the regression using default probabilities provided by Standard & Poor are contradicting with the previous statement. However since we already concluded that the limited amount of adjustments in Standard & Poor’s credit rating makes the regression in which it is used of poor quality. Therefore we can still say that based on our results, an increase in credit derivatives held by financial institutions does increase their probability of default and thus reduce the financial stability.
4.2.2 The impact of credit derivatives on the probabilities of default.
In table 9 we saw that the credit derivative coefficients is small and negative on the first 3 methods and small and positive on the forth method. To determine the impact of this variable on the probability of default, we will use our estimated models of section 4.1, and calculated the probability of default when the companies would have held 1 standard deviation more credit derivative contracts and compare them to the probabilities from the original model. The results of this are presented in table 10.
Table 10: Average probability of default when the credit derivatives are increased
	Probability of default
	Original model
	Original model  in which X7 is increased with σ
	Difference

	Bond spread
	2.0295%
	2.2225%
	0.1930%

	CDS spread
	0.6702%
	0.7922%
	0.1220%

	Merton DD
	5.5033%
	5.9687%
	0.4654%

	Credit rating (S&P)
	0.0486%
	0.0474%
	-0.0012%


The increase in probability of default from the Merton DD model is much higher than that of the bond- or CDS spread. Reason for this is the higher coefficient that was found in the regression earlier. With the Merton DD model, an increase in the holdings of credit derivatives with one standard deviation would increase the probability of default of a company with 0.4654%. According to the CDS spread model this increase would only be 0.122%. As was already discussed, according to the credit rating model, the holding of credit derivatives would actually decrease default risk, though the effect is very limited.
4.2.3 Introducing a non-linear credit derivative variable

So far we introduced the credit derivative variable as a linear coefficient in our model. However it could be possible that the relationship between the notional outstanding amount of credit derivatives and the probability of default of a company is non-linear. This relationship could be quadratic, lognormal or exponential for example. In this part we substitute the credit derivative variable with its squared value and its lognormal distribution and perform regressions like we did in section 4.1.
4.2.3.1 Substituting the credit derivative variable with its squared value 
When substituting the credit derivative variable X7 with its squared value, this squared value becomes significant for 3 out of 4 methods: bond spread, CDS spread and Merton DD. These 3 variables remain negative. Only when using the credit rating of S&P, the coefficient remains positive, and not significant. The adjusted R2 of the new models do not change much compared to the adjusted R2 of the original model.
Whether or not the replacement of the credit derivative variable with its squared value improved the model is uncertain. However since the 3 most reliable methods all show a significant relationship based on a 10% confidence interval, the relation between the outstanding amount of credit derivatives and the probability of default could be quadratic. It makes sense that a company that deals heavily in credit derivatives has it probability of default increased more than linear than a company that uses credit derivatives only mildly. Holding high positions in derivative contracts could be a sign of companies with an active participation in the risk transfer market. These companies could take on higher risks, knowing that these risks can be offloaded more easily by their active risk transfer program.
Table 11: Substituting the credit derivative variable with its squared value
	X7-squared
	Coefficient
	Std. Error
	Prob.
	Adj. R2 of the
new model
	Adj. R2 of the
original model

	Bond spread
	-0.0178
	0.0106
	0.0974
	0.6613
	0.6633

	CDS spread
	-0.0363
	0.0138
	0.0112
	0.8320
	0.8314

	Merton DD
	-0.0752
	0.0424
	0.0797
	0.6087
	0.6009

	Credit rating (S&P)
	0.0036
	0.0051
	0.4884
	0.7811
	0.7813


4.2.3.2 Substituting the credit derivative variable with its lognormal value 

When substituting the credit derivative variable with its lognormal value, the regression shows different values. Of the 4 methods, only the CDS spread shows a significant variable when using the natural logarithm. The Merton DD methods even shows a positive coefficient, however the p-value is high so this result is highly questionable. 

Table 12: Substituting the credit derivative variable with its natural logarithm
	LN(X7)
	Coefficient
	Std. Error
	Prob.
	Adj. R2 of the

new model
	Adj. R2 of the

original model

	Bond spread
	-0.0053
	0.0250
	0.8339
	0.6565
	0.6633

	CDS spread
	-0.0520
	0.0154
	0.0014
	0.8277
	0.8314

	Merton DD
	0.0853
	0.1597
	0.5944
	0.6121
	0.6009

	Credit rating (S&P)
	0.0113
	0.0098
	0.2518
	0.7859
	0.7813


The increase of the p-values (except the CDS spread) compared to the original values makes it unlikely that the connection between the amount of credit derivatives and the probability of default of a company is a lognormal relation. This implies that the increase in default probability does not decrease for higher values of credit derivatives. 
4.2.4 Changing effect over time
In this section we will investigate whether the effect of credit derivatives to the probability of default is the same over the entire sample period. To that end, we have introduced 2 dummy variables, so that we create a separate coefficient for credit derivatives in the period 2001-2004 and 2005-2008. The results on this coefficient are presented in table 13. Both the bond spread and the Merton DD method show a more negative value of this coefficient in 2001-2004 than in 2005-2008. All of these 4 coefficients are significant based on a 10% confidence interval, except for Merton DD which had a p-value of 0.12 which is very close to the confidence level. The CDS spread shows a significant coefficient for the period 2005-2008 with a negative value which is comparable to the bond spread and Merton DD. However in the period 2001-2004 the CDS spread shows a minor positive value, which is not significant with a p-value of 0.96. An explanation for this is that there is no CDS spread data available for 2001, and for 2002 it is only available for 2 companies. Therefore the period 2001-2004 for the CDS spread contains very limited data and is therefore not reliable in a regression using 7 variables. Again the credit rating of S&P does not provide conclusive results for the credit derivative variable (and for the other variables), which is a result of the limited amount of rating adjustments so that a regression will not provide satisfying results.

Based on the values of the bond spread, Merton DD and the CDS spread on the period 2005-2008, the impact of credit derivatives is lower on the last 4 years of the sample. This would imply that the negative effect on the probability of default is decreasing in the last years. An explanation for this effect could be that in the recent years financial institutions have become more aware of the inherent risks that are accompanied with the use of credit derivatives, and therefore change their behaviour accordingly, reducing the negative effect on the financial stability.
Table 13: Changing effect over time
	X7
	Coefficient
	Std. Error
	Prob.
	Adj. R2 of the new model
	Adj. R2 of the original model

	Bond spread
	
	
	
	0.6843
	0.6633

	    2001-2004
	-0.7503
	0.3249
	0.0239
	
	

	    2005-2008
	-0.1269
	0.0348
	0.0005
	
	

	CDS spread
	
	
	
	0.8288
	0.8314

	    2001-2004
	0.0096
	0.1880
	0.9593
	
	

	    2005-2008
	-0.0932
	0.0477
	0.0559
	
	

	Merton DD
	
	
	
	0.5985
	0.6009

	    2001-2004
	-2.6306
	1.3101
	0.0480
	
	

	    2005-2008
	-0.3627
	0.2299
	0.1186
	
	

	Credit rating (S&P)
	
	
	
	0.7804
	0.7813

	    2001-2004
	-0.0586
	0.0667
	0.3831
	
	

	    2005-2008
	0.0043
	0.0198
	0.8297
	
	


5. Conclusion
In this report we tried to find an answer to the question whether or not the tremendous growth in the use of credit derivatives increased or decreased the financial stability. Especially with the recent financial crisis this discussion is very alive since many experts blame the crisis on complex financial products. 

From the literature however there is no conclusive answer to this question. Some researchers believe that credit derivatives increase stability while others believe the opposite. Therefore we try to complement this literature by investigating this matter empirically to find conclusive answers.

In our research we used the probabilities of default of the 20 largest financial institutions in Europe as an indication for stability and these probabilities were estimated using bond spreads, CDS spreads, Merton distance to default model and Standard and Poor’s credit rating. We are using the Z-score of these probabilities of default, and regress it to various financial ratios, including the notional amount of credit derivative contracts to total assets. This regression will then show whether or not credit derivatives have a significant influence on the financial stability and if its nature. 
Only a limited amount of adjustments in the credit rating are made by Standard & Poor. A few companies have the same rating throughout the entire sample and most other companies have only one adjustment during the sample of 8 years. These limited adjustments make these probabilities of default not very useful in a regression and therefore the results using the credit rating of S&P provides the least reliable results when comparing it to the other 3 methods.
The results from our regression using bond spreads, CDS spreads and Merton distance to default model showed that an increase in credit derivatives will increase the probability of default. Only the results from the regression that used the credit rating of Standard & Poor are contradicting with this statement. However, we already concluded that the limited amount of adjustments in Standard & Poor’s credit rating makes the regression in which it is used of poor quality. Therefore we can still say that based on our results, an increase in credit derivatives held by financial institutions does increase their probability of default and thus reduce the stability.

A further analysis of the variable that captures the effects of credit derivatives in our model learns us that if financial institutions would have held 1 standard deviation more credit derivatives, their probability of default would increase with about 0.12% - 0.46%. Therefore the impact of credit derivatives on the probability of default of the financial institutions is quite there. 
If we would square the credit derivative variable that we use in our model, the regression would improve slightly, while it decreases when we use the natural logarithm. This suggests that the relation between credit derivatives held by financial institutions and the probability of default might not be linear but quadratic. It makes sense that a company that deals heavily in credit derivatives has it probability of default increased more than linear than a company that uses credit derivatives only mildly. Holding high positions in derivative contracts could be a sign of companies with an active participation in the risk transfer market. These companies could take on higher risks, knowing that these risks can be offloaded more easily by their active risk transfer program.

An introduction of dummy variables shows that the effect of credit derivatives is larger in the first 4 years of the sample compared to the last 4 year. This would imply that the negative effect on the probability of default is decreasing in the last years. An explanation for this outcome could be that in the recent years financial institutions have become more aware of the inherent risks that are accompanied with the use of credit derivatives, and therefore change their behaviour accordingly, reducing the negative effect on the financial stability.
Future research on this topic can be done by enlarging the sample period. Due to the limited availability of data before 2001, the sample period of this research was 8 years, however if this research would be performed again in a couple of years, the results would be more reliable. 
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� This way of calculating the probability of default is a reverse engineering of the way Hull (2008) calculated the bond spread. 


� This  method is also derived from Hull (2008)
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