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ABSTRACT

This thesis examines the day-of-the-week effect on various markets around the world, namely Australia, Brazil, USA, the Netherlands, UK, Poland, South Africa, India, Thailand and South Korea. For this purpose, four models are employed – two OLS regressions and two asymmetric GARCH-in-mean models, namely TGARCH-M and EGARCH-M. The specification of the mean equation of three of the models has not been applied before. The evidence shows the presence of day-of-the-week effects in returns in Brazil, Thailand, Poland and UK, and in volatility in Brazil, India, Korea and USA. Three of the models manage to predict the returns to a certain extent in out-of-sample tests. The adjusted OLS model emerges as providing the best forecasts among all four. The forecasts do not 
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Chapter 1  Introduction

Over the years, a lot of academic studies have found a number of variables which predict the stock returns. In many cases these variables are not based on an asset pricing model and more specifically on the capital asset pricing model (CAPM). Examples include firm size, book-to-market ratio and price-to-earnings ratio. When such variables have explanatory power, we speak of market anomalies. 

Anomalies in asset returns are a topic of much attention in the academic literature during the past decades. Stock returns are found to be systematically higher or lower depending only on the day of the week, month of the year and turn of the month. These seasonalities in stock returns are known as calendar anomalies (effects) and extensive literature documents them. Among them, the most researched one is the day-of-the-week effect. According to the CAPM, returns should be on average the same regardless of the day of the week.

According to the trading time hypothesis, the stock returns are generated during a transaction. Each day corresponds to one day’s investment, therefore the average stock returns should be the same for all days of the week. When this is not fulfilled, an anomaly is observed.

A well-known form of the day-of-the-week effect states that returns on Monday are low relative to other weekdays and on average negative. Furthermore, returns on Friday are positive and higher than the average returns. These conclusions have to be supported by the statistical significance of the respective parameters.

Having in mind that some stock anomalies disappear over time, as the size effect, it is worthwhile to examine whether this particular anomaly still exists. Its existence challenges the very core of modern economic theory – rationality of agents. There should not be any rational relation between the day of the week and the magnitude of the returns.

Stock markets are chosen as object of this thesis because of the large number of participating individual investors with presumably irrational motives. The majority of the literature also researches stock exchanges. 

The purpose of the thesis is to find out whether the day-of-the-week effect exists on a number of stock markets for a recent period. To achieve this, up-to-date statistical methods are employed.
This thesis is based on a number of papers, combining their features. The papers on which most of the methodology is based are the ones of Chia, Liew and Wafa (2006), focused on the calendar anomalies in the Malaysian stock market, Alagidede and Panagiotidis (2006), investigating the Ghana stock exchange and Yalcin and Yycel (2006), who examine various emerging economies around the world. All these studies apply asymmetric GARCH or GARCH-M models to detect the day-of-the-week effect, while conventional pieces of literature incorporate linear regression techniques.

This thesis contributes to the existing literature in several ways. First, its scope is somewhat broader, since objects are stock markets from different parts of the world and stages of development, while most of the existing literature focuses on stock markets based on a geographical principle or level of development. Moreover, the literature review is among the most extensive ones on the subject and provides a comprehensive insight into the preceding studies. Second, the employed models have not been applied in this variation (i.e. set of explanatory variables) before. Only a handful of scientific articles rely on asymmetric GARCH models, and even fewer on asymmetric GARCH-in-mean models. And those which do differ in terms of model specification. They also do not conduct the Engle-Ng test for asymmetries in volatility, which justifies the usage of asymmetrical GARCH models. Furthermore, this thesis compares the equality of daily returns across the week via the Wald test, which is not common in the literature. Last but not least, surprisingly no out-of-sample tests have been carried out yet in any of the reviewed studies on the subject. Therefore, to the best of my knowledge, this is the first study on the day-of-the-week effect which assesses the statistical performance of its models through out-of-sample forecasting.

Results indicate the presence of daily seasonalities in returns and volatility on four of the ten researched markets. These daily anomalies are more pronounced on some emerging markets from the sample. In general, the forecasting accuracy of the main models is moderate.

The structure of the thesis is the following. Chapter 2 reviews the relevant literature and summarizes the theoretical concepts and explanations of the day-of-the-week effect. In Chapter 3, the properties of the data and the methodology behind the selected models are described. Chapter 4 analyses the results and reliability of the models. Finally, Chapter 5 provides some concluding remarks.
Chapter 2 Theoretical Background and Literature Review

1 Tests on Various Equity Markets
Over the years the day-of-the-week effect has become very well-documented in the financial literature. It is researched in a large number of studies covering various markets, countries, periods and methods. The following section reviews the pieces of literature which aim to uncover any daily anomalies but do not offer detailed explanation of the possible causes. The studies are first classified in two groups – those that employ linear regressions and those that employ ARCH models. The latter are considered more comprehensive than the former. 
2.1.1  Tests Based on Linear Regressions
This section presents the empirical research that investigates the daily anomaly via OLS regressions or simpler methods.
Among the early articles which analyze a calendar anomaly is that of Cross (1973). It focuses on the distribution of price changes on Mondays and Fridays in S&P 500 from 1953 to 1970. It is noteworthy because it is one of the first on the subject. Being a study of a practitioner, it employs naïve indicators by the statistical standards nowadays like the percentage of positive changes on a particular day and mean and median percentage change. The conclusion is that S&P 500 performed better on Fridays than on Mondays and that the changes on Monday partially depend on the changes on Friday.

The first academic study which inspects the day-of-the-week effect from a statistical point of view is the one of French (1980). French turned his attention to the daily return on Monday for the S&P 500 between 1953 and 1977. Running OLS regressions, he tests two hypotheses about the returns. The first, called trading time hypothesis, states that mean returns are the same for each trading day. According to the calendar time hypothesis, the returns on Monday should be three times the return on the other days. The rationale behind this is that the returns on Monday are a result of a three-calendar-day investment (from Friday to Monday), while returns for the other days represent a one-day investment. So if expected return is a linear function of the period of investment, expressed in calendar time, this ratio of 3:1 should hold. But in reality it does not, neither does the equality of returns for each day. The study reveals systematically negative returns on Monday, which is typical for the US market day-of-the-week effect originally. French further examines this Monday effect through the perspective of the closed-market hypothesis. Under it the negative returns occur after periods when the market is closed, like weekends and holidays. It is tested whether the average after-holiday return is lower from the average non-holiday return for each day of the week. The results reject this, confirming that then the effect observed is purely a weekend effect, not a closed-market effect. The results confirm that the negative Monday effect is purely a weekend effect, not a closed-market effect. French interprets this anomaly as a proof for market inefficiency.

Another influential research paper from that period is Gibson and Hess (1981). In addition to S&P 500, they also study the CRSP (Center for Research in Security Prices) value- and equal weighted portfolios over the period 1962-1978. Using OLS, they reject for the entire sample and almost all subsamples the null hypothesis that the returns on all days are identical. The results confirm the Monday effect. This is also the first paper in which it is noticed that autocorrelation and heteroskedasticity can distort the residuals. The authors try to adjust their model for them. But for the autocorrelation they do not include autoregressive terms in their model, while for heteroskedasticity at the time of the writing the ARCH models had to be yet conceived. Therefore relying solely on OLS was a common weakness of the studies on the day-of-the-week effect in that time. In addition, the paper controls for the effects of the settlement period and the measurement error in observed prices as opposed to true prices. Both effects appear not to have an impact on the reported results according to the applied methodology.

Keim and Stambaugh (1984) extend the period covered for S&P 500 to 55 years (1928-1982), analyze over-the-counter (OTC) stocks and evaluate the impact of firm size on the weekend effect. The Monday effect is confirmed for the entire sample period. It is noted that before 1952, the NYSE was opened on Saturdays as well between June and September. For that period it is discovered that the Friday effect is less pronounced when Friday is followed by an active Saturday, and instead returns are highest during Saturdays. It is concluded that the last trading day exhibits the highest average return. 

Jeffe and Westerfield (1985) are the first to test for the presence of the weekend effect on several international markets, namely U.K. (1950-1983), Japan (1970-1983), Canada (1976-1983) and Australia (1973-1982). It is interesting to note that the Tokyo Stock Exchange was open during the examined period on Saturday as well. For comparison purposes the S&P 500 is also included during the period 1962-1983. The results demonstrate a Monday effect in USA, Canada and the U.K. A Friday effect is observed for all countries except U.K. For Japan the highest return can be earned on Saturday, which is consistent with the finding of Keim and Stambaugh (1984) that the Friday return is lower than the Saturday one for S&P 500 when trading occurred on Saturdays. The lowest mean returns during the week for Australia and Japan occur on Tuesdays. It is speculated that this is due to the large time zone difference – 15 and 14 hours ahead of the NYSE respectively. To test that, the difference between the US return and the lagged 1-day ahead Japanese and Australian returns is regressed on the daily dummies. This lagged difference does not explain the Japanese day-of-the-week effect, and for Japan Tuesday is still the day with the lowest return, although t-statistics are not reported. For Australia, the joint significance of the dummies as represented by the F-statistic is slightly more than the 10% level, but the authors still suggest that the Australian daily pattern can be better described by lagging the American pattern by one day. International correlations are also taken into account by including the US return on the right-hand side of each country’s regression as well as its lagged one day ahead and behind values. The dummy coefficients still turn out significant after controlling for common effect of the American market. Unfortunately only the F-statistic for the dummies is reported again. The hypothesis that either measurement error or settlement procedures cause the daily anomaly in the investigated markets is rejected.

Condoyanni, O'Hanlon and Ward (1987) also investigate some international markets. Their sample comprises USA, Australia, Canada, France, U.K., Japan and Singapore between 1969 and 1984, except Australia, for which daily data was available for 1981-1984 only. In comparison to Jeffe and Westerfield (1985), the authors add two more markets – France and Singapore, and also analyze four sub-periods of three years each. The daily mean returns differ significantly from each other for all markets except Australia. Significant Monday effects are found for USA, Canada, U.K. For Japan the Monday effect is also significant, but positive. It should be noted however that trading on Saturday in Japan is not accounted for. Therefore the Japanese Monday return is distorted since it also includes the Friday to Saturday return. And being the last trading day, Saturday exhibits large positive returns as described in previous studies. Tuesday effects for all markets except USA and Canada are also very significant. Most of returns on Tuesday are negative. The Canadian, British, French, Japanese and Singaporean markets are characterized by significant positive Wednesday returns. Returns are also largely positive for Thursdays in Canada, France and Singapore, and Fridays in the same countries plus Australia. The sub-period analysis yields the following results:

1) all countries have significant negative Monday returns at least in some sub-periods;

2) all countries except USA and Canada have some significant negative Tuesday returns.
Correlations between markets are also examined. The pattern of correlation is strongly related to the different time zones. All markets’ returns except France are correlated to the previous day(s) US returns. This influence of the US market appears equally strong one each day of the week. The authors conduct a similar test to the one of Jeffe and Westerfield (1985) to control for the common effect of the American market. In their version for countries where indices are compiled before the US market opens, the lagged 1 day behind US return is included on the right-hand side of the regressions. For Canada and UK, where indices are compiled after the opening of the US market, the same-day US return is added as well. For the last two countries, where trading overlaps with the US, the negative weekend effect is less pronounced after this adjustment. For all the other markets, this adjustment further lowers Monday returns.
Lakonishok and Smidt (1988) come back to the US market by extending the investigating period to ninety years. They examine the DJIA from 1897 to 1986, divided into two major and seven minor sub-periods. Because trading occurred on Saturday before 1952, the researchers separate Fridays into two groups for the first time. They introduce two dummies – one for a Friday followed by a trading Saturday and another for a Friday followed by a non-trading Saturday. 1952 is also the partitioning point of the two major subsamples. It is found out that the negative Monday return is persistent in the whole sample and in all of the subsamples, including the two earliest periods which were previously not subject to research. Wednesday exhibits positive significant returns for the entire period and 1952-1986. The large positive return during the last trading day is also confirmed, regardless if it is Friday or Saturday. Even when Friday is succeeded by Saturday, it still yields significantly positive returns. The reason, the authors speculate, may lie in the short trading time on Saturday (two hours until noon). 

Wong, Hui and Chan (1992) investigate the day-of-the-week effect on South-Eastern Asian markets, namely Singapore, Malaysia, Hong Kong, Taiwan and Thailand for 1975-1988. Since the return distribution of all markets is non-normal, the authors employ the Kruskal-Wallis non-parametric test for equality of means instead of the usual one-way ANOVA (F-test). Significant positive Wednesday effects are found in Singapore, Hong Kong and Taiwan. Friday is characterized by significant positive returns for Singapore, Malaysia and Thailand, and Saturday for Taiwan. The Kruskal-Wallis test supports the existence of the day-the-week effect in all investigated markets except Taiwan. In those markets where the effect exists, it arises in general from low or negative returns on Monday and Tuesday and high returns on Wednesday to Friday. The returns are reported not to be correlated significantly to the US market. 
Agrawal and Tandon (1994) analyze the data in 18 countries (10 European, 3 Asian, 2 Latin American, Canada, Australia and New Zealand) for 1971-1987. Using OLS without any adjustments and judging by the F-statistics, they report a day-of-the-week effect in all countries. In seven of them significant negative Monday returns exist, in eight significant negative Tuesday returns, in twelve significant positive Wednesday returns, in nine significant positive Thursday returns and in all but Luxembourg significant positive Friday returns are present. In addition, Tuesday returns are lower than Monday returns in eight countries. Moreover, the authors determine two sub-periods – 1970-1979 and 1980-1987. While in the first period the Monday and Tuesday effects are significant in seven and nine markets respectfully, in the second period these effects disappear in most of the countries. But Friday returns remain significant positive in both periods for a number of countries. Further inspection demonstrates that the Tuesday effect in eight countries is not due to time zone differences with USA. To test the hypothesis that the day-of-the-week effect is influenced by the US daily seasonals, the US return is subtracted from the dependent left-hand side market return. It is rejected for twelve countries. Settlement procedures are also ruled out as a possible explanation for most markets. Moreover, the authors determine two sub-periods – 1970-1979 and 1980-1987. While in the first period the Monday and Tuesday effects are significant in seven and nine markets respectfully, in the second these effects disappear in most of the countries. But Friday returns remain significant positive in both periods for a number of countries.

Arsad and Coutts (1997) conduct a research on calendar anomalies on the Financial Times Industrial Ordinary Shares Index in the UK between 1935 and 1994. OLS renders significant negative Monday returns for the entire period and for six out of twelve five-year long sub-periods. Returns are also significant negative on Tuesday during the period, but only for two sub-periods, which makes them not persistent. The highest significant returns are observed on Friday, and they occur in six sub-periods. Wednesday positive returns are also confirmed as persistent, while Thursday positive returns are present during four of the sub-periods, although they are found significant for the entire period. The F-statistics strongly reject the equality of daily dummies, but they are not adjusted for biases.

Kamara (1997) investigates some possible causes for the shifting of the Monday effect in USA over time. He examines both S&P 500 and a small-capitalization CRSP index (using the smallest size decile for NYSE securities) for 1962-1993. He finds out that the Monday effect for large-firm stocks disappears over time – almost completely after April 1982. It is argued that this shift results from reductions in transaction costs that allow institutional investors to arbitrage against the Monday effect. The time of the reversal roughly coincides with the time of the introduction of S&P futures contracts. The transaction costs of arbitraging an anomaly is substantially lower for institutional investors in the futures market than in the spot market. Additional evidence for the influence of reduced transaction costs is the increase of the ratio of institutional trading volume relative to the individual trading volume at that period. When the small-cap returns are examined, the Monday effect remains persistent over time. Moreover, the small-cap Monday effect is not affected by the ratio of institutional versus individual trading. Transaction costs in small-cap stocks are substantially higher than in large-cap stocks and are not much lower for institutions than for individuals, unlike the situation for stocks in the S&P 500. It is argued that these higher trading costs preserve the anomaly in small-cap stocks. As an argument, Kamara points out that before the elimination of fixed brokerage commission in 1975, average Monday returns were negative and significantly less than average returns for other weekdays for both small-firm and large-firm stocks. After 1975, but before the introduction of futures in 1982, average Monday S&P returns were negative, but not significantly less than zero, and the level of significance in the difference from the average return for other weekdays became marginal. In the sample period after 1982, average Monday returns became positive for large-firm securities. Monday returns remained lower than average returns for the rest of the week but the difference was no longer significant. It is concluded that informed traders use the futures market with lower transaction costs to arbitrage the day-of-the-week effect until it disappears.

Brooks and Persand (2001) examine the evidence in five Southeast Asian stock markets: South Korea, Malaysia, Thailand, Taiwan, and the Philippines over the period between 1989 and 1996. The results of the OLS indicate that both Thailand and Malaysia have significant positive Monday effects and significant negative Tuesday effects. Taiwan has a negative Wednesday effect, while Malaysia has a positive Thursday effect. After incorporating a risk factor represented by the return of the FTA World  Price Index, the daily seasonality still cannot be explained, because in this way the risk is constant over all days of the week. To correct that, interactive (slope) dummy variables are introduced by multiplying the daily dummies by the FTA index return. They allow for varying risk which can increase when the return increases. The significant positive Monday effects in Thailand and Malaysia remain, as well as the positive Thursday effect in  Malaysia. Average risk also varies across the week. The authors interpret the disappearance of negative Wednesday effect in Taiwan as a proof that the variability of risk can partially explain some day-of-the-week effects. ARCH models however should account better for risk variability than the selected method.
2.1.2 Tests Based on ARCH Models
The articles reviewed in this section employ various specifications of ARCH and mainly GARCH models.

Alexakis and Xanthakis (1995) find evidence of significant positive Thursday and Friday returns in the Greek stock exchange for the period between 1985 and 1994. They are among the first to implement a EGARCH-M model. In their model the conditional standard deviation enters the mean equation, as well as the own lags of the returns (determined to be the first lag by the Schwarz criterion). The conditional variance equation is the standard EGARCH one, without the dummies entering it. For Monday positive returns are found, but they are marginally significant for the whole period and disappear in the second sub-period, when regulations on the Greek market change. The risk premium is positive and significant, meaning that additional risk is rewarded with extra return. The asymmetry coefficient in the variance equation is significantly positive, implying that volatility increases more when return shocks are positive. This is the opposite to the expected asymmetry.
Clare, Ibrahim and Thomas (1998) focus on the Malaysian stock market from 1983 to 1993. They use OLS, but adjust the t-values with an autocorrelation and heteroskedastic consistent kernel estimate of the covariance matrix. The initial results indicate marginally significant returns at the 10% level on Monday (negative) and Wednesday (positive) and positive significant returns on Thursday. After controlling for the time zone difference with the US market the negative Monday returns emerge significant, as well as the preceding day’s US returns. Size-sorted portfolios are analyzed and the results do not differ from those obtained on the entire index. Small firms exhibit twice as much return as large firms on Wednesdays and Fridays. The authors implement an ARCH-M (4) model in which the mean equation contains the conditional standard deviation, the 1-day lagged own return, the US market return and the significant dummies in the OLS model (Monday, Wednesday and Thursday). More importantly, this is among the first studies in which the daily dummies are included in the variance equation, albeit only the ones found significant through the OLS. A significant reward to risk ratio is discovered. The Wednesday and Thursday returns are no longer significant in the ARCH model, but the negative Monday returns remain such. All the daily dummies in the variance equation are significant, demonstrating significant day-of-the-week effects in variance. These variations in the daily risk explain the variation in Wednesday and Thursday returns, but fail to explain the variation in Monday returns, since the latter are significant even after controlling simultaneously for risk. The impact of a change in the settlement procedure which occurred in January 1990 is tested. A Monday effect is found over the period January 1983 through December 1989, but it almost completely disappears in the period February 1990 through July 1993 consistent with a shift in settlement procedures.
Choudhry (2000) investigates the anomaly in seven Asian emerging markets between 1990 and 1995 – India, Indonesia, Malaysia, Philippines, South Korea, Taiwan and Thailand. He applies a GARCH-t model, which can successfully deal with non-normal error terms. The error terms follow a conditional t-distribution and may be conditionally heteroskedastic. This is useful because the unconditional leptokurtosis may be traced to non-normality and/or to time-varying heteroskedasticity in the conditional error distribution. The mean equation consists of only the daily dummies, without autoregressive terms or risk premium. It is known that returns frequently depend at least on their first own lag, so the omission of these terms may lead to biased estimators. All the daily dummies are included in the variance equation to test for daily variability in the volatility. The chosen model for all seven markets is GARCH (1,1), but tests for different order combinations were conducted only up to (2,2). However, the author reports that the Ljung-Box Q-statistics confirm the lack of serial correlation in the standardized residuals and the lack of residual ARCH effects indicated by the squared standardized residuals. 

In three of the markets Monday imposes a significant negative effect on the returns, while Tuesday does the same also in three markets. Wednesday exhibits significant positive returns in three countries, Thursday – in one, while Friday – in four. It is interesting to note that returns in Thailand are significant for all days. The dummy coefficients in the variance equations indicate significant positive Monday effects on volatility in all markets except India. This positive effect implies that Monday increases the volatility. Positive effects on volatility are found also in four markets on Wednesday and Thursday and in two on Friday. Another interesting observation is that the volatility in Indonesia exhibits the daily anomaly in all five days and in all of them it is affected in the upper direction. The observed day-of-the-week results cannot be explained by settlement procedures in the majority of the markets. After examining the return difference between the investigated markets and the Japanese market, evidence of spill-over effects from the Japanese daily anomalies are found in the case of Malaysia and Thailand. 
Franses and Paap (2000) introduce the PAR-PGARCH model into the day-of-the-week analysis. PAR stands for periodic autoregressive model. It is employed for the mean equation and unlike the typical AR model allows the autoregressive terms to vary with the weekday. PGARCH in turn stands for periodic GARCH and ensures periodical stationarity for the variance equation. It allows not only the constant term but also the squared error term to vary with the day of the week. Application of a PAR(1)-PGARCH(1,1) model to S&P 500 between 1980 and 1994 renders Wednesday returns significantly positive. Significant first order correlation is found on Monday and Tuesday. Volatility varies on Monday, Wednesday and Friday. To test the null hypothesis that periodic parameters do not vary (i.e. to test the equality of their coefficients) Wald type tests are devised for the mean and variance equations. All of them are rejected, consequently returns and volatility vary with the weekday for the examined index and period.

Lucey (2000) focuses on the Irish stock market between 1973 and 1998. He makes use of a modified GARCH-M(4,4) model. The first lag of the own return and the conditional standard deviation are included in the mean equation, while exogenous daily dummies are part of the variance equation. However, the choice of the (4,4) order is not explained. A positive Wednesday effect is reported and it cannot be attributed to daily seasonality in market risk.

Berument and Kiymaz (2001) examine the day-of-the-week effect on stock market volatility by using the S&P 500 between 1973 and 1997. An OLS and two GARCH(1,1) models are employed. Both GARCH models are characterized by the inclusion of autoregressive lag terms in the mean equation, one of them is modified by including five exogenous daily dummies in the variance equation in order to allow the constant term of the conditional variance to change for each weekday. The OLS model indicates that only returns on Monday are negative, but not statistical significant, while the positive Tuesday, Wednesday (highest) and Friday return are. The GARCH(1,1) model features the same days as significant, Wednesday still earning the highest returns, but Monday returns emerge positive. The efficiency of estimates improves in comparison to the OLS, evidence of which is lower standard errors. These results for the mean equation are repeated for the modified GARCH(1,1) model. The highest significant volatility is observed on Friday, while the lowest significant is on Wednesday. The likelihood ratio test proves the presence of day-of-the-week effects in volatility, which cannot explain the similar effects in market return (e.g. Wednesday’s joint estimation features the highest returns and the lowest volatility).
Kiymaz and Berument (2003) build on their previous research from 2001, and this time analyze the markets of Canada, Germany, Japan, UK and USA over the period 1988-2002. The same OLS, GARCH(1,1) and modified GARCH(1,1) from Berument and Kiymaz (2001) are employed. But now both GARCH models include the conditional standard deviation, making them GARCH-M(1,1). According to the standard GARCH-M(1,1) model, negative Monday effects manifest themselves in Canada, Japan and UK. When volatility is allowed to vary by the day of the week, negative Wednesday returns appear in three markets, as well as negative Thursday and Friday returns in USA. The negative Monday effect disappears in the UK. The risk premium is also significantly positive for all markets. Volatility varies significantly for four markets on Monday and Tuesday, for three on Wednesday and Thursday and for two on Friday. Likelihood ratio tests detect the presence of day-of-the-week effects in both the mean returns and the volatilities of all investigated markets.

Kok and Wong (2004) investigate the presence of the day-of-the-week effect before, during and after the Asian crisis in five ASEAN countries – Malaysia, Singapore, Indonesia, Thailand and the Philippines. The sample spans between 1992 and 2002 and is divided in three periods – before the crisis (1992-1997), during the crisis (1997-1998) and after the crisis (1998-2002). They use both OLS and GARCH-M models to test the presence of the anomaly. Besides including the conditional standard deviation, the mean equation in the GARCH-M model includes also the first lag of the own return, while the variance equation includes the daily dummies. Only dummy variables found to be significant in the OLS model are included in the corresponding GARCH-M model. But the OLS model is not corrected for autocorrelation, while the choice of first order lag term in the mean GARCH equation is somewhat arbitrary. The OLS model indicates daily patterns in all markets before the crisis, with predominant Monday and Friday effects. These patterns disappear during the crisis period in three countries, and only a negative Tuesday return is found for two countries. In the post-crisis period the day-of-the-week effects are diverse and altered in comparison to the pre-crisis period. The GARCH model reveals that most of the anomalies (six) found in the pre-crisis period still remain after correcting for heteroskedasticity, while some (four) emerge non-significant. Most of the dummies in the variance equation are also non-significant. Both daily anomalies found during the crisis disappear, and it is concluded that they are due to the high volatility in this period, though only one of the two dummies in the variance equations is significant. For the post-crisis period, three daily effects are reported still as significant while three are not. Volatility exhibits a daily effect only in one of these six cases. Therefore it is concluded that except in Thailand (where two of the significant dummies in the mean equations remain) the day-of-the week effect does not exist in the ASEAN countries during the post-crisis period once the time-varying risk is controlled.

Patev, Lyroudi and Kanaryan (2004) examine the day-of-the-week effect in the eight Central and Eastern European emerging markets between 1997 and 2002. Both OLS and a GARCH-M(1,1) models are utilized, with the conditional standard deviation included in the GARCH mean equation. The choice of lag term order however is not based on a statistical criterion. In the GARCH model only variables which were found significant in the OLS model are included. The OLS model reveals significant negative Wednesday and positive Friday returns in two markets, but out of five significant dummies (across three markets) four are marginally significant at the 10% level. The GARCH-M model detects actually more daily effects – ten, with two negative Monday effects, three negative Tuesday effects, two negative Wednesday effects, and two negative Friday effects. The Slovakian stock exchange exhibits a negative day-of-the-week effect in all five days, while the Polish one – in all except Thursday. This is due to the high degree of positive reward-to-risk ratio in these countries. It is significant in another two countries. The Latvian, Slovenian and Hungarian markets show significant daily seasonality in volatility. In conclusion, the daily anomaly is present in most of the investigated markets.

Kenourgios, Samitas and Papathanasiou (2005) study the day-of-the-week effect in the Greek market between 1995 and 2004. They apply two GARCH models on two sub-periods – 1995-2000 and 2001-2004. The first model is an ordinary GARCH-M(1,1) which contains the lagged values of the return determined by the Final prediction error criteria and the conditional standard deviation in the mean equation. The second model is a modified GARCH-M(1,1) with the same mean equation as the first one but including exogenous daily dummy variables into the variance equation. Both specifications indicate significant negative Monday return in the second period and significant positive Friday return in the first period. The modified GARCH model detects significant positive compensation for risk in 1995-2000. It also discovers significant daily variability in volatility for all days but Tuesday in the first period, and for two days in the second period. For both periods volatility is highest on Monday and lowest on Friday. The Wald test rejects the null hypothesis that the daily dummy variables are jointly equal to zero for both models and periods, however for 2001-2004 the p-values are much closer to the marginal significance level. The authors argue that the day-of-the week effect is not as pronounced in the second period and this is probably due to the entry of Greece in the Euro zone and the transformation of the market to developed.

Alagidede and Panagiotidis (2006) investigate the daily anomaly on the Ghana stock exchange, which is unique in the sense that it operates for only three days – Monday, Wednesday and Friday. The data spanning between 1994 and 2004 is analyzed by using four models: OLS, GARCH(1,1), Exponential GARCH(1,1) and Threshold GARCH(1,1). This is among the few studies to make use of the latter two models in order to capture any asymmetric responses in volatility. Because of this, it also influenced the choice of these two models in the current thesis as benchmark against which the simpler and most widely used models are compared. The mean equation includes the first lagged value of the return, while the variance equations follow the basic forms. No GARCH orders higher than (1,1) are tested. OLS finds all daily returns significantly positive, with Monday being the worst performing day. All the three GARCH models however render the Monday return insignificant, while still being the lowest one. The GARCH models support a positive Wednesday and Friday effect. The use of the asymmetric models is justified because the asymmetric term in the variance equation is reported to be significant, signaling for a leverage effect.

Apolinario, Santana, Sales, Caro (2006) explore thirteen developed European stock markets between 1997 and 2004. The analysis is carried out with the help of two GARCH models – a normal GARCH and a TGARCH one. Both include up to the fourth order autoregressive term in the mean equation and the daily dummies in the variance equation. Only positive Monday effects in France and Sweden and a positive Friday effect in Sweden are found. No common behaviour in the day-of-the-week effect on variance is reported, but it is present for all markets except the Czech Republic. In most of them Mondays and Thursdays are characterized by greater volatility, while Tuesdays and Fridays by lesser volatility. The volatility response to negative shocks exhibits significant asymmetry in all markets except the Czech one. It is concluded that the day-of-the-week effect is present in volatility but not in returns in the investigated markets.

The paper of Chia, Liew and Wafa (2006) is used as reference for the methodological part of this thesis. It focuses on the daily anomaly in the Malaysian stock exchange over the period 1993-2005. They divide this period into three parts: before the Asian crisis (1993-1997), during the Asian crisis (1997-1998) and after the crisis (1998-2005). This study is among the few which apply asymmetric GARCH models. In this case they are EGARCH and TGARCH. This approach is applied in this thesis as well. The exogenous daily dummies are included in the variance equation and the order of the ARCH and GARCH terms is determined by the Schwarz information criterion, unlike some other studies that set it to (1,1). In addition the conventional GARCH and GARCH-M models are employed with the conditional variance and the first lag of the return included in the mean equation of the latter. All models reveal a significant negative Monday return during the pre-crisis period. The GARCH and EGARCH model report positive Wednesday effect during the same period. Reduced volatility on Monday is detected by all models. The crisis period is characterized by a negative Thursday effect for all models in returns and for all but the EGARCH model in volatility (i.e. risk drops). After the crisis, negative Monday effects manifest themselves in all models, but are significant in the GARCH-M and EGARCH model. They are accompanied by increased volatility on the same day, supported significantly by all models but TGARCH. The risk premium in the GARCH-M model is positive in all periods but significant only after the crisis, reflecting the increased risk-aversion of investors. The asymmetric models confirm the asymmetric market reaction towards positive and negative news – all leverage effect terms are significant in both models.  For most periods bad news increase volatility more than good news. It is concluded that the day-of-the week effect patterns are different before, during and after the crisis, and that the market reacts more to negative news.

Yalcin and Yycel (2006) expand the framework of Kiymaz and Berument (2003) to EGARCH-M(1,1). The specification of the EGARCH-M model in the current thesis is taken from this paper. The dataset comprises twenty emerging economies around the world over various periods. Different daily effects are found on different markets for the returns and volatility. At the 1% significance levels however, only five return effects remain: positive Wednesday in Estonia, negative Tuesday in India, negative Monday in Lithuania, and positive Thursday and Friday in Poland. Similarly, in only five markets the varying volatility holds at this significance level. It is concluded that there is some evidence for the existence of daily seasonality, but it is not common at the 1% significance level.

Chia, Liew and Wafa (2008) expand their previous study, investigating this time the markets of Taiwan, Singapore, Hong Kong and South Korea. They analyze the dataset over the period 2000-2006 by employing OLS and EGARCH-M models, both of which include lags of the return in the mean equation. Daily effects for all days are reported by the OLS for Taiwan and for all days but Wednesday in Singapore. In addition, a positive Friday effect at the 10% significance level is reported for Hong Kong. But after the implementation of the EGARCH-M model only the positive Friday effect in Taiwan remains. This implies that most of the daily effects are due to variation in equity risk – the daily dummies in the variance equations are all significant. In addition, taking more risk actually yields a negative reward in terms of return for three of the markets. Significantly positive values of the asymmetric term in the three variance equations are also reported, revealing a greater magnitude of the volatility response to positive returns.

1 Possible Causes of the Day-of-the-week Effect
This section summarizes the studies suggesting various causes that may drive the day-of-the-week effects. The classification of the causes follows Pettengil (2003) in his extensive review of the literature on the Monday effect.

2.2.1 Statistical Errors
The most obvious explanation of the daily anomaly is that it arises from misapplication of statistical methods. 

Sullivan, Timmermann and White (2001) argue that calendar effects result from data mining. They apply the so-called White’s reality check procedure. It tests whether a calendar trading rule is superior over a benchmark model after correcting for data-mining effects. The correction for data-mining takes the form of a bootstrap procedure which evaluates the p-values of the hypotheses in the context of all possible calendar rules, not just the most successful ones. An optimal calendar rule is chosen based on two criteria – highest mean return and highest Sharpe ratio. For the day-of-the-week effect, the authors test a full universe of sixty day-of-the-week effects on the DJIA between 1897 and 1996. For the seven sub-samples, the bootstrap procedure chooses different optimal calendar rule for each of them, with three different day-of-the-week rules chosen in three subsamples. In the full sample (1897-1986) the Monday effect lays behind the optimal rule. Its nominal p-value is significant, but the reality-check one is not. The Monday rule fares even worse in the out-of-sample period 1986-1996. Repeating the tests in the context of twenty day-of-the-week effects still reveals in-sample data-mining biases. It is concluded that calendar effects are significant due to data mining. This study however is focused on the most heavily data-mined dataset and ignores international evidence.
A number of researchers suggest that the traditional tests employed are not robust when data is not normally distributed (e.g. exhibits autocorrelation and heteroskedasticity) and the sample size is large.

Connolly (1989) is among the first works which focus on the statistical robustness of the day-of-the-week effect to alternative estimation and testing procedures. S&P 500 and CRSP equal and value weighted indices between 1963 and 1983 are employed. According to the F-statistics for equality of OLS dummies, the day-of-the-week anomaly is present in the entire sample and the first four subsamples. In line with the findings of Lakonishok and Levi (1982), for the periods 1975-1977 and 1981-1983, the anomaly is not present. Monday returns follow the same pattern – they are significantly negative during the entire period and the first four sub-periods, but not after 1975. It is concluded that the day-of-the-week effect has disappeared after the middle of the 1970s. The first robustness check is to regress the market returns on a constant and the Monday dummy only in order to test for the strength of the weekend effect. Monday returns behave in the same way as in the traditional dummy OLS. But it is stressed that the F-statistic is not a reliable measure for inference. With the increase of the sample size, the F-test has the tendency to reject the null hypothesis of equality of all coefficients unless the significance level is adjusted downwards. This is called the Lindley Paradox. Taking into account the large sample sizes with daily data and how preceding studies sometimes reported only the F-statistics, this can account for some of the reported anomalies. To test that, the author adjusts the F-values for the sample size using Bayesian statistical tools. For the OLS model, the classical F-test rejects the null hypothesis in 28 out of 32 cases, but after the adjustment the null is rejected in only 4 out of 32 cases. So after the adjustment a conclusion can be drawn that daily returns are not significantly different. But the sample size adjustment makes almost no difference when testing the Monday effect only. 

 Connolly is also among the pioneers of implementing ARCH models to control for the heteroskedasticity. He find significant ARCH effects in the data and applies a GARCH (1,1) model. At that point more advanced versions of GARCH were not yet conceived. However the author is not aware what model to select for the mean equation, because likelihood ratio tests favor different models for different sub-periods. The results indicate the presence of a weekend effect, but to a lower extent in comparison to the pure OLS models. This presence also disappears after 1975. A strong positive Wednesday effect is also observable for some periods and some indices.
Chang, Pinegar, and Ravichandran (1993) continue Connolly’s (1989) research by examining robustness of the results in international markets. They focus on 23 markets - 13 European and 6 Pacific indices plus Mexico, South Africa, USA and Canada between 1986 and 1992. The indices are taken from The FT-Actuaries World Indices. As a first pass of the robustness tests, the returns are regressed on a constant and the Monday dummy only, similar to Connolly (1989). For Japan and Australia regressions are run also on both Monday and Tuesday, as well as on Tuesday only. The null hypothesis that the Monday dummy is zero (i.e. the difference between the average Monday returns and the rest during the week is zero) is rejected for 13 markets (10 European, 2 North American and 1 Pacific). The authors further adjust the results. They make sample size adjustments of the t-statistics by applying a Bayesian approach similar in spirit to the one in Connolly (1989). After these adjustments the day-of-the-week effects in Belgium, Denmark, Germany and USA are no longer significant. OLS residuals are also corrected for heteroskedasticity and autocorrelation by implementing White’s (1980) heteroskedasticity-consistent standard errors and Cochrane-Orcutt’s (1949) iterative first-order autocorrelation correction procedure respectfully. T-statistics are also simultaneously corrected for both departures from the classical OLS assumptions by applying White and Domowitz (1984). Unfortunately these corrections do not control for higher orders of autocorrelations, which are not uncommon, and an ARCH model would be a better candidate for dealing with heteroskedasticity. The robustness tests indicate that out of 13 indices with significant OLS t-statistics, 10 remain with significant results after heteroskedasticity corrections, 13 after autocorrelation corrections and 11 after the simultaneous correction for both. Similar to the sample size adjustment, either type of error term adjustment makes the results in Belgium, Denmark, Germany and USA not significant. The authors also research the differences in the day-of-the-week effects across weeks (from the first to the fourth) of the month. They find out that the anomaly is not equally strong across all calendar weeks – in most of the cases significant t-values are reported for the 4th week of each month and another week. These finding cast doubt on the consistency of the anomaly across weeks or across markets.
Alt, Fortin and Weinberger (2002) apply an alternative approach for hypothesis testing of the daily anomaly. In the traditional approaches, after the F-statistics for equality of all dummy coefficients is significant, the equality of each of the dummy coefficients with zero is tested. In conducting tests of several null hypotheses with a significance level of 5% each, the type I error probability for each test may be higher than 5%. To overcome this so-called multiplicity effect, a multiple test procedure based on the closure test principle is employed. According to it, a set of sub-hypotheses is formed. Each of them tests for pairwise equality between all possible dummy coefficient pairs. The primary hypothesis encloses all the sub-hypotheses and is rejected only if each sub-hypothesis is rejected by its significance level. As a result the probability of rejecting at least one of the true null hypotheses is smaller or equal to a pre-specified level, independent of the number of true null hypotheses. After applying this procedure to the S&P 500, FTSE 30 and DAX 30 (German stock index) between 1971 and 2001, the day-of-the-week effect is found for the entire period and the first two sub-periods in all markets except the US one in the second sub-period. But it disappears for all markets in the third sub-period, the 1990s. However, the results are based on OLS, and do not account for autocorrelation and heteroskedasticity.
2.2.2 Interaction with Other Market Phenomena

The subsequent articles investigate whether the day-of-the-week effect varies with market conditions, effects and other seasonal patterns. 

Rogalski (1984) turns his attention to the time composition of the investigated returns. He decomposes the daily close-to-close returns into trading day (open-to-close) and non-trading day (close-to-open, that is, the log of the opening value to the closing value on the preceding day) returns. The dataset employed are the open and close values of Dow Jones Industrial Average (DJIA) for 1974-1984 and S&P 500 for 1979-1984. After decomposing the Monday effect, the Friday close to Monday open return is larger in absolute value than the entire Friday close to Monday close return, implying that the Monday open to Monday close return is positive and the Monday effect is a non-trading weekend effect. It is also discerned that the open to close returns, unlike the close to close returns, do not differ statistically significantly across all trading days of the week. This comes to support the trading time hypothesis, rejected by French (1980) on the basis of close-to-close data. The results partially contradict the findings of Lakonishok and Levi (1982), according to whom the Monday effect for CRSP portfolios between 1974 and 1979 disappears. The chosen time frame is not aligned to the previous studies which first discovered the anomaly. As a result, only for one close-to-close return of the two examined indices for S&P 500 – on Wednesday, the t-ratio is statistically significant. Thus the non-trading weekend effect is found for a dataset in which the overall weekend effect is not clearly present.
Keim and Stambaugh (1984) examine the cross-sectional difference with respect to firm size. The Monday and Friday effect are still persistent when testing ten size-ranked portfolios. However, there seems to be a size effect on Fridays – the smaller the firm size, the greater the average portfolio return. Moreover, the authors suggest a way of testing for measurement error. They argue that if on average the Friday random errors are positive and the Monday errors are negative, both should be negatively correlated. So the correlation between Friday’s return and Monday’s return should be lower than between other successive days. But in reality this correlation is the highest of any pair of successive days, therefore the measurement error hypothesis is again rejected. It is also estimated that the autoregressive terms of the first lag differ significantly across days.

Wang, Li, and Erickson (1997) document that the Monday returns vary when they are categorized by the week of the month. The NYSE-AMEX (American Stock Exchange) index between 1962 and 1993 and the NASDAQ index between 1973 and 1993 are analyzed. It is found out that the Monday effect is primarily due to low Monday returns during the fourth and the fifth weeks of the month. The average Monday return in the first three weeks of the month is not significantly different from zero. It is also significantly larger than the mean Monday return of the last two weeks. Even after controlling for the monthly effect, the returns of the last two Mondays are still lower than the returns of the first three Mondays. It is concluded that the Monday effect is mainly caused by the Mondays of the last two weeks of the month. According to the authors these results require that any explanation of negative Monday returns must be consistent with differing impact across the month.
Sun and Tong (2002) further examine the results of Wang, Li, and Erickson (1997) about intra-month Monday returns variation. They use the same dataset of CRSP return series, but from 1962 to 1998. It is found out employing OLS that during week 4 the returns are low, being lowest on Tuesday and Thursday, but in particular on Monday. Negative Monday returns are concentrated in the 4th week of the month. On Friday, the week 3 returns are lowest. This is consistent with Abraham and Ikenberry (1994), where the Monday effect is caused by previous Friday’s negative returns. Therefore it is found out that the studies of Wang, Li, and Erickson (1997) and Abraham and Ikenberry (1994) can simultaneously be valid. The offered explanation is liquidity selling by individuals. Individual investors supposedly buy stocks at the turn of the month and sell near the end of the month for liquidity reason (they make most of their monthly payments then). Due to the settlement procedure the money are received in seven calendar days. Therefore in order to get the proceeds before the month’s end, one should sell one week before it, which coincides with the period of lowest returns.
2.2.3 The Role of Market Microstructure

It is argued that the day-of-the-week effects can arise as a rational response to various market arrangements, because markets are not frictionless. The most popular explanation is that settlement procedures cause the daily anomaly. The length of the settlement period for stocks is considered a factor for this.

Gibbons and Hess (1981) argue that stock prices should include a risk-free payment over the settlement period. The settlement period is measured in business days, therefore the actual number of days for which this risk-free payment is held should be affected by weekends. But the authors discover a weekend effect even in times when the settlement period is five days long, thus ruling it out as a possible cause.

Lakonishok and Levi (1982) further test the influence of the delay between trading and settlements and in clearing checks. They point out that settlement on stocks in USA since 1968 takes place five business days after trading. Check clearing takes another day, so stocks purchased on business days except Friday will be paid effectively after eight calendar days – five business days for settlement, two weekend days and a check clearing day. Stocks purchased on Fridays will be paid after ten calendar days – the two weekend days after Friday are also included. Therefore it is argued that sellers should require extra return on Fridays by the amount of two days of foregone interest. This should not have happened before 1968, when the settlement period was four days and the overall delay before payment – five business days. Payment was completed on the same day next week. Employing interest-adjusted data from the CRSP portfolios between 1962 and 1979, the authors use both just average daily returns and OLS to draw conclusions. It is reported that Monday and Friday effects are reduced after adjustments, but they are still significant. Relatively high Wednesday returns also emerge. A new finding is that in the sub-period 1974-1979 the calendar anomaly disappears.
Dyl and Martin (1985) scrutinize the arguments of Lakonishok and Levi (1982) about the influence of the settlement period on the weekend effect. They conduct additional empirical tests on the S&P 500 between 1957 and 1981. By dividing the sample into two periods – before and after 1968, they test whether the change in the settlement procedure in 1968 affected the return pattern. No conclusive evidence is found to support the hypothesis.
2.2.4  Information Flow Effects

One hypothesis states that the day-of-the-week effect is a rational response to micro or macro information flows. In an efficient market, prices should respond quickly to the arrival of new information. If information flows relevant for the market have a weekday pattern, a pattern in security returns is also anticipated. 

Jacobs and Levy (1988) propose an explanation lying in the news announcement schedule, for example the pattern of earnings announcements over the week. The authors note that the entire market crash during the Great Depression took place over weekends, from Saturday’s close to Monday’s close. The stock market on average went up every other day of the week. Similarly, most bad news during that time was announced after the Saturday close to lessen its impact on the market. Nowadays managers of publicly owned companies may defer non-favorable news announcements until the market closure.
Damodaran (1989) tests whether firms tend to release bad news after the market close on Friday and if markets do not fully anticipate this. He examines all the firms listed on COMPUSTAT between 1981 and 1985 for which CRSP returns exist and takes their earnings and dividends announcements. Announcements on Fridays are the only ones which report earnings declines and are related to abnormal negative returns. A larger fraction of the Friday dividend announcements report cuts in dividends than announcements on other weekdays, with the average change in dividends per share being negative on Friday only. Consequently announcements after the Friday close contain more bad news than those made on any other weekday. They cause negative abnormal Monday returns. After excluding the weeks following Friday announcements, Monday returns become less negative, but still statistical significant. Only a small proportion (3%) of the overall Monday return is explained by the Friday announcements.
Athanassakos and Robinson (1994) focus on the Canadian market between 1975 and 1989. They discover that negative significant returns occur on Monday, and the highest significant returns – on Friday, followed by Wednesday and Thursday. After examining equally weighted indices and small capitalization stock portfolios, it is concluded that a strong negative Tuesday effect also exists, which is due to lags in negative information flows. For the Friday returns, no correlation is found between the size of the returns and the capitalization of portfolios, unlike the US results in Keim and Stambaugh (1984). It is also found out that Mondays are the prevalent ex-dividend days when the price usually declines. But even after employing total return index data, which corrects for the dividend announcements, the negative Monday returns on the Toronto Stock Exchange are still not explained. It is suggested that negative weekend macro-economic announcements rather than non-recurring company-specific announcements may explain the weekend effect.
Steeley (2001) tries to investigate the relation between intra-week information seasonality and the day-of-the-week effect in the UK. He employs daily return from FTSE100 over the period 1991-1998. Over this period Monday returns are on average positive and there is no significant difference in average returns across weekdays. So it seems that the daily anomaly disappeared in the UK. The author finds, however, that Monday and Friday returns are lower than other weekday returns when only negative return days are considered and that the F-statistic confirms the inequality across weekdays. This demonstrates that the daily anomaly manifests itself more in a declining than in a rising market, and the UK market in the 90s was relatively upward-moving. It is noted that market-wide macroeconomic information tends to arrive on Tuesday, Wednesday and Thursday, and very rarely on Monday and Friday. This lowers the trading costs on the latter days, making Monday particularly attractive for selling because it allows for a longer consideration period after Thursday. Dividing data both across market direction and arrival of information reveals that negative Monday and Friday returns on announcement days are significantly more negative than those on other days. It is concluded that intra-week information seasonality can provide an explanation for the day-of-the-week effect in the UK.
Draper and Paudyal (2002) inspect the daily anomaly in the UK controlling for a wide range of effects simultaneously. This is done by including a vector of additional explanatory variables in the OLS model. The dataset comprises 452 individual stocks, FTSE-100 and FT-All Share index in 1988-1997. Without any additional factors, a Monday effect is reported. It is more prominent in the second half of the month, especially in week 4. The trading volume, number of trades and size of order flow drop significantly on Monday, thus revealing the influence of trading activity. The bid-ask spread also declines gradually from Monday to Friday. The ex-dividend day and bad news reverse the Monday effect, making it positive. With these additional effects, the Monday return goes up and its difference from the other weekdays is no longer significant. According to the authors the fortnight (half) of the month, account settlement day, ex-dividend day, arrival of (bad) news on Friday, trading activity and bid-ask spread all combined cause the Monday effect, which supports the trading time hypothesis. But in their models incorporating all the listed variables, the Monday returns are significantly positive, while the Wednesday and Friday returns are significantly negative. This is not mentioned or explained in the study.
2.2.5 Order Flow and Behavioural Effects

Another explanation is that the trading patterns of various market participants affect order flow and consequently market prices. Supposedly the Monday effect is caused by selling activity attributed to either individual or institutional investors. If individual investors are behind it, a behavioral explanation is that they are influenced by swings in mood around the weekend.

Jacobs and Levy (1988) propose some new explanations of the Monday effect. One of them, which seems less probable, is that short-sellers may cover their short positions before the weekend, driven by psychological reasons. Thus they buy stocks and drive the price up. On Monday they short again and contribute for the market decline. 
Rystrom and Benson (1989) are among the first to turn their attention to a behavioral finance perspective. The report studies of the so-called “blue Monday” psychological effect. According to it, people are most optimistic during the week at Friday evening, because of the upcoming two leisure days. By contrast, Monday morning is the lowest point of their mood during the week, because they are reluctant to start working again. These mood swings may give rise to misvaluations. For example fundamental analysts may view a stock in less favorable light on Monday, while technical analysts may see bearish patterns in the charts more often. Thus, if a significant proportion of the investors are less optimistic on Monday, they may sell and drive prices down. On Friday optimistic investors buy and drive prices up.
Pettengil (1993) perform an experimental study on the “blue Monday” hypothesis. Two paired investment simulations were conducted, in which similar investors were allowed to invest in similar market securities. The participants in the first paired simulation were students, while those in the second one – members of four different civic groups. The participants allocated their wealth among seven market securities (a T-bill, three “blue-chip” and three “small-firm” stocks) during different rounds. Returns for each security for each round were randomly drawn from the real monthly returns of the respective security between 1962 and 1988. The experiments were conducted on Monday and Friday to test the weekend effect. Tests during the other weekdays would be worthwhile conducting. When the experiment was run on Monday, investors were significantly more likely to invest in the risk-free asset – T-bills, which rejects the null hypothesis that the proportion of wealth invested in T-bills will not vary between Monday and Friday, and confirms the weekend effect alternative hypothesis. By contrast, on Friday investors tended to increase the proportion of their wealth invested in the small-firm stocks, which are the riskiest. This rejects the null hypothesis of equality of proportions invested on Monday and Friday. Both null hypotheses are rejected at relatively high levels of significance, which supports the “blue Monday” hypothesis. But as in all experiments results are subject to the sample bias and other forms of biases.
Lakonishok and Maberly (1990) try to connect trading patterns of individual investors to the calendar anomalies. They use odd-lot trades on NYSE between 1962 and 1986 as a proxy for individual trading behavior. Trading volume by day is also examined and is found to be lowest on Monday. This is attributed to lower trading activity of institutional investors. By contrast, the proportion of odd-lot transaction relative to the trading volume is highest on Monday, followed by Tuesday. In addition, the percentage of block trades to the total volume is lowest on Monday, confirming the lowest activity of institutions. Odd-lot trades are primarily seller-initiated on Mondays. It is speculated that negative Monday returns result from individual investors’ propensity to sell on that day. It is suggested that this increased activity arises from individual investors’ tendency to make financial decisions over the weekend when they have more time, and to materialize these decisions into trades on Monday.
Abraham and Ikenberry (1994) also employ odd-lot trades as a proxy for individual investor activity. They confirm that selling activity for individual investors is significantly higher on Monday relative to other days of the week. They also document that this selling activity increases on Mondays following negative Fridays, suggesting that these investors, exhibiting a herd behavior, sell in response to negative market shifts.
Brockman and Michayluk (1998) argue in support of the hypothesis that institutional investors rather than individual investors are the sources of negative Monday returns. They examine the NYSE and AMEX returns in the period 1963-1993 and NASDAQ returns in the period 1973-1993. The information processing hypothesis is examined. It states that investors base their Monday orders on the preceding Friday returns. The authors state that evidence of a positive correlation between large capitalization portfolios for Monday and the preceding Friday supports the notion that institutional investors primarily cause the Monday effect. They suggest that institutions trade portfolios and that this behavior would create a positive correlation between Monday and Friday returns if institutions react by selling securities on Monday following a down Friday. On the other hand, they argue that individual investors sell individual securities rather than portfolios. Brockman and Michayluk argue that the returns of the individual stocks rather than changes in index prices should affect trades of individuals. For example, if the individual investor’s stocks increase (decrease) in value while a market index decreases (increases), the investor is more likely to interpret this as a hold (sell) signal. Because the authors find a significant positive correlation between Friday and Monday index returns but a negative correlation between Friday and Monday individual stock returns, they conclude that institutional selling creates the Monday effect.
Chen and Singal (2003) argue that speculative short sellers close out positions before a non-trading period. They do not do this every day because of transaction costs. The weekend is long enough to become a natural breakpoint for closing and opening the short position after. This argument should partly explain the high Friday returns and low Monday returns. The authors test it on data from CSRP between 1962 and 1999. In support of their hypothesis they find that securities with high relative short interest
 exhibit a more pronounced weekend effect in comparison to similar sized stocks with lower relative short interest. They also observe that the weekend effect becomes weaker for securities after the introduction of traded put options (1977) for those securities, but not for other stocks. In addition, stocks with higher put volume
 are reported to have significantly smaller weekend effect than stocks with lower put volume ratios. Because put options bear less risk than speculative short positions, migration of speculative short sellers reduces the weekend effect.
Blau, B.Van Ness, and R. Van Ness (2008) revise the hypothesis of Chen and Singal (2003) that speculative short sellers are one of the causes of the weekend effect. Based on intraday short sales data in NYSE during 2005 obtained from CRSP, they reject this claim. Contrary to Chen and Singal’s (2003) findings, abnormal short volume is highest on Wednesday and Thursday, followed by Tuesday, and then by Friday and Monday. It is argued that speculative short sellers wait until the middle of the week because of the delay in incorporating the weekend information into Monday’s prices. However, the sample period is different than the previous study.

1 Summary of the Literature

The day-of-the-week effect was first discovered as a Monday effect in the US market. Its most widespread form is low returns at the beginning of the trading week (Monday or Tuesday) and high returns at the end of the week (Thursday, Friday or Saturday for some markets). Multiple patterns across different markets and periods exist. Day-varying volatility in general cannot explain the effect entirely, although in some cases accounting for it mitigates the anomaly in returns.

No completely proven explanation has been found for the day-of-the-week effect. Its prevalence argues against causes such as flawed statistical methodology or settlement procedures. The most consistent findings step on variation on order flow patterns from various traders. The most satisfactory explanation for the weekend effect, on the other hand, is that the most unfavorable news appears during the weekends. This causes increased sale of stocks on Monday and consequently increased supply and negative Monday returns.  Patterns in information flow seem logical, but the results are not promising. Psychology may also drive sales on Monday and purchases on Friday. Monday is regarded as the worst day of the week by investors, while Friday as the best. Unfortunately, it is difficult to test this notion on the stock exchanges empirically.

Table 1 gives an account on the results from earlier studies on the day-of-the-week effect in the countries which are included in the sample of this thesis.
----------------------------------------
INSERT TABLE 1 HERE

----------------------------------------
Chapter 3 Data and Methodology
3.1 Data

The data used in this thesis are the daily closing values of 10 stock indices
 from the following 10 stock markets: Australia, Brazil, USA, the Netherlands, UK, Poland, South Africa, India, Thailand and South Korea. The data were obtained from Thomson Datastream™ and comprise daily observations between 1st January 1999 and 13th March 2009 for all investigated markets. In addition, a world index is used - the Morgan Stanley Capital International (MSCI) World index representing 1500 stocks around the world, including ones from Australia, the Netherlands, UK and USA. Its value in US dollars is taken for the same period as the national indices.

Most of the studies of the day-of-the-week effect employ datasets spanning at most until the first half of the current decade. Furthermore, most of the existing literature focuses on stock markets based on a geographical principle (e.g. South-East Asia, [Central and Eastern] Europe) or level of development (e.g. emerging markets). A contribution to the existing literature would be to investigate across markets in different regions and levels of development. Six
 of the examined markets can be classified as developed, while four
 as emerging. Moreover, every continent is represented by at least one stock market.
The daily returns are log returns in percentages and are calculated as:
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where It is the closing value of a stock index at time t. 
----------------------------------------
INSERT TABLE 2 HERE

----------------------------------------
According to the descriptive statistics in Table 2, the datasets for all indices exhibit skewness and leptokurtosis. The Jarque-Bera test confirms that returns are not normally distributed.
 The Ljung-Box Q-statistics for the return series up to the 20th lag show that there is autocorrelation present in the all the return series except Korea. 
 After carrying out Augmented Dickey-Fuller unit root tests, all the return time series appear trend-stationary, which allows the correct implementation of regression methods and autoregressive models in particular. 

Risk-free rates are taken also from Datastream™. They are represented by either short maturity government bonds interest rates or overnight interbank middle rates when government bonds series are not available. They are transformed from annualized to daily rates by the following formula
:
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where d is the length of the period in days over which the risk free rate of return is calculated (1 day here), and m is the number of periods with length d days in a year (365 days in this case).
3.2 Methodology

1 Linear Regression Models

First, the simplest OLS is conducted. The returns are regressed on five daily dummies without a constant term
. The dummy coefficients represent the average returns per each day of the week. Thus they are equal to the mean daily returns obtained from descriptive statistics. This model will be referred as “descriptive statistics” or simply OLS.

Equality tests will be carried out on descriptive daily statistics to detect overall day-of-the-week effects in the returns and volatility. ANOVA is the primary way of testing whether returns are equal across all weekdays. It has some serious drawbacks, as mentioned in Chapter 3 Literature review. The plain F-test assumes homoskedasticity (equal variances across groups) which often does not hold. In order to overcome this, the Welch (1951) modified F-statistic is employed. It is calculated according to the following formula:
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where 
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Another problem of the F-test is that it relies on normal distribution. The non-parametric Kruskal-Wallis (1952) one-way ANOVA test is rank-based and tests subgroups for the same distribution. It compares the medians and does not assume any distribution. The test statistic is as follows:
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where: k is the number of samples, 
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is the number of values in the jth sample, 
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 For testing whether volatility varies significantly across weekdays, Levene’s (1960) test is employed. It is based on an ANOVA of the absolute difference from the mean and checks for equal variances across groups. The test statistic is calculated in this way:
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where J is the number of different groups to which the sample belongs
, N is the total number of samples, 
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 where Rij is the value of the jth sample from the ith group, 
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Second, Ordinary least squares (OLS) regressions with four daily dummies and an intercept are estimated
. Each dummy takes the value of 1 on the respective trading day of the week and 0 otherwise. The intercept thus represents the mean daily return on Monday, while the other dummy variables represent the average deviations of the return on a certain day from the average Monday return. Because autocorrelation is present in the returns, autoregressive (AR) terms are included on the right-hand side until the autocorrelation of the regressions’ standardized residuals is reduced up to the 20th lag. This model will be referred as OLS AR model.

Contemporary stock markets are typically correlated to some extent with one another. Therefore, price movements in major developed markets such as the New York Stock Exchange (NYSE) and the London Stock Exchange (LSE) can influence the daily trends in less developed markets. This impact may occur with some delay due to the time zone difference between the markets. In order to test for the presence of this spillover effect, the return of a “world” index, the MSCI World index, is included. It replaces the return of the US market used in older studies. It can also serve as a market risk factor, as in Brooks and Persand (2001) and Basher and Sadorsky (2006), but this is not its primary goal in this thesis. Unfortunately, the inclusion of the MSCI return introduces additional significant autocorrelation in the error terms of the regression, even when AR terms are present. To reduce this newly appeared autocorrelation, the own lags of the MSCI return had to be also included, as well as additional AR terms for some markets. This has a negative impact on the parsimony of the model, as the increased Schwarz Information Criteria shows. On the other hand, the lagged MSCI return accounts for a time zone difference in markets whose indices are compiled before the opening of the US or UK market. 
In addition to the AR and MSCI terms, daily risk-free interest rates are also included to form excess returns. This way, they are constant across the week. It can be argued that increased return on a particular day may be a result of an increased risk-free rate. However, the employed data series contain 3-month interest rates which often remain unchanged over several days or even weeks, rendering the inclusion of varying risk-free rates across the weekdays (through slope dummy variables for example) impractical.
The full OLS model with AR and other corrections is the following:
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where 
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 is the Monday return, Dit are daily dummies from D2 being Tuesday to D5 being Friday. Rt-j are AR(j) terms and consequently 
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 represents the coefficients for lagged return values. Rft is the risk-free rate. 
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 represents the coefficients of the MSCI World index impact and its lagged return values.

Examining the autocorrelation of the residuals and the squared residuals reveals the presence of heteroskedasticity and autocorrelation in the OLS AR equations. In this case, OLS provides consistent parameter estimates, but the standard errors are biased and the t-ratios should not be used for inference. Newey and West (1987) propose a variance-covariance estimator which is consistent in the presence of both heteroskedasticity and autocorrelation of unknown form:
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where T is the number of observations, k is the number of regressors,
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 and q, the truncation lag, represents the number of autocorrelations used in evaluating the OLS residual ut. After applying the improved Heteroskedasticity and Autocorrelation Consistent (HAC) standard errors, the parameter estimates remain the same as in a standard OLS regression, but the estimated standard errors increase, so the t-ratios decrease and the statistical significance decreases accordingly.

To test more formally whether there are day-of-the-week effects in the markets, an individual comparison of the coefficients’ difference from zero is not sufficient. Therefore, Wald tests are carried out. The Wald test is designed to assess the significance of coefficient restrictions. According to the efficient market hypothesis, returns should not differ significantly across weekdays. Because the four dummy variables representing Tuesday through Friday account for deviations from Monday returns, if all of them do not differ significantly from zero, then this implies the same average daily return for the week. Consequently the null hypothesis is that the average deviations from Monday are jointly equal to zero. Because the restriction is linear, the F-statistic gives correct values. The test statistic is the following:
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where 
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 is the maximum likelihood estimate of the tested parameters 
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Because day-of-the-week effects over the entire sample period can be caused by excessive effects during a particular sub-period, the Quandt-Andrews breakpoint test is carried out on each OLS regression
. It tests for one or more unknown structural breaks in the estimated parameters in the sample. The null hypothesis is that there is no structural break in all of the variables simultaneously. 

The Quandt-Andrews test conducts a single Chow Breakpoint test at every observation between two observations, 
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. The Wald F-statistic from every single test is saved, since the model is linear. It is estimated from a standard Wald test of the restriction that the coefficients on the equation parameters are the same in all subsamples. All the Wald F-statistics are summarized into one test statistic for a test against the null hypothesis of no breakpoint between  
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After estimating the regressions, Ljung-Box and ARCH LM tests up to the 20th order are conducted to test for residual autocorrelation and heteroskedasticity respectively
. The Ljung-Box Q-statistic is calculated as follows:
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where n is the sample size, m is the number of lags being tested and 
[image: image41.wmf]k
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is the sample autocorrelation at lag k.

The ARCH LM test statistic is obtained from an auxiliary test regression of the squared residuals on a constant and the lagged squared residuals up to order q:
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where 
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 are the residuals from the tested model. The R2 of this equation multiplied by the number of observations in the regression is the test statistic. It asymptotically follows a chi-square distribution with q degrees of freedom.

If the AR models are specified correctly, there should be no more autocorrelation in the error terms. On the other hand, because in financial data the variance of the residuals is not constant, it is expected that heteroskedasticity will be present. 

1 GARCH Models

To correct the variability in the variance, ARCH models should be employed. They also account for another common feature of financial data. This is the so-called volatility clustering – large movements in prices follow large movements, and small movements follow small movements. In other words, the current level of the volatility tends to be positively correlated with its level during the nearest preceding periods
.

One particularly popular generalization is the GARCH family of models, introduced by Bollerslev (1986). In a GARCH model, the conditional variance depends on the previous values of the squared error and on its own previous values (lags):
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where ht is the conditional variance.

 A GARCH model includes a mean and variance equation. In line with the literature, the mean equation is the OLS regression with AR term(s), while the variance equation includes a constant representing Monday and four exogenous dummy variables to allow the constant term to vary for each day
. Thus the day-of-the-week effect in volatility is accounted for. Both the mean and variance equation are jointly estimated using the Bollerslev-Wooldridge (1992) Quasi-maximum likelihood estimation.

The standard GARCH is characterized by symmetric response of volatility to positive and negative shocks (upward and downward price movements) while in reality negative shocks cause greater pikes in volatility than positive shocks. This is known as “leverage effect”, whereby a drop in the stock price causes a company’s debt to equity ratio to rise. Therefore, shareholders assess their future cash flows, which depend on the residual value after debt is paid, as more risky
. To incorporate this effect two asymmetric GARCH extensions are used – threshold (TGARCH) and exponential (EGARCH) instead of the simple GARCH. 

In order to test for the presence of asymmetric response of volatility to negative shocks the Engle and Ng (1993) diagnostic tests for asymmetry in volatility are conducted. Engle and Ng designed three tests to determine whether an asymmetric model is required for a certain dataset. The tests are applied to the residuals of a standard GARCH (1,1) model with a constant in the mean equation. They examine the predictive power of variables observed in the past which are not part of a GARCH model. If these variables can predict the squared normalized residual, then the variance model is misspecified.

The Sign Bias test detects whether positive and negative return shocks of the same magnitude produce the same amount of volatility. For this purpose, an indicator dummy variable 
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is the normalized residual, then the sign bias test statistic is the t-ratio of 
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[image: image49.wmf]t

t

t

e

S

+

+

=

-

-

1

2

ˆ

b

a

u

                                                            (14)

The Negative Size Bias test examines whether negative return shocks of different magnitude (size, like large and small) have different impact on volatility. It utilizes a slope dummy variable of 
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The sign bias test statistic is the t-ratio of 
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 in (13).

The Positive Size Bias test focuses on the different effects that large and small positive return shocks have on volatility. The indicator dummy variable 
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 picks out the observations with positive innovations and is used as a slope dummy variable in the same way as in the previous test, with the same test statistic definition:
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Finally, Engle and Ng proposed a joint test for sign and size bias based on the regression:
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where the null hypothesis that the volatility model used is correct holds when 
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. The t-ratios of these three coefficients are test statistics for the three types of bias. A joint test statistic is defined in Lagrange Multiplier (LM) fashion as equal to 
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 from (15). It follows a chi-square distribution with three degrees of freedom.

Another common concept in the financial literature is that taking additional risk should be rewarded by additional return. The GARCH-M model allows this by adding the contemporaneous conditional variance to the mean equation
. If the estimated coefficient on the expected risk is positive and significant, then increased risk leads to a rise in the mean return. Consequently, this coefficient can be interpreted as a risk premium which measures the risk-return tradeoff. However, the variance equation in a GARCH-M model is still symmetrical. Therefore, it will be combined with the asymmetrical GARCH to form the TGARCH-M and EGARCH-M models, which to my knowledge are employed in only two studies on the subject so far - Chia, Liew and Wafa (2007) and Yalcin and Yycel (2006).
The threshold GARCH (TGARCH) were introduced independently by Zakoïan (1994) and Glosten, Jaganathan, and Runkle (1993). It is sometimes called GJR after the latter authors’ initials. It is an extension of the GARCH model with an additional term added to account for asymmetries. The variance equation for the GJR model is the following:
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where It =1 if 
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The TGARCH-M model has the following mean equation:
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where ht is the conditional variance, and 
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 is the reward-to-risk ratio.

The variance equation is as follows:
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where 
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 is a constant representing the Monday dummy, Dm are exogenous dummy variables for Tuesday through Friday, and 
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 is the indicator function. The threshold order is set to 1.

The exponential GARCH (EGARCH) was first proposed by Nelson (1991). The specification for the conditional variance is the following:
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Since the log of the conditional variance is the dependent variable, the leverage effect is exponential rather than quadratic. More importantly, the forecasts of the variance are guaranteed to be positive even if the parameters are negative. Thus, no non-negative constraints need to be imposed on the variance parameters. The presence of leverage effects can be tested by the hypothesis that 
[image: image73.wmf]0

<

k

g

. If 
[image: image74.wmf]0

¹

k

g

, again asymmetric behavior exists.

The EGARCH-M model has the same mean equation (18) as the TGARCH-M model, and its variance equation is as follows:
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where 
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 is the coefficient of the asymmetric term, and the asymmetric order is 1. In the original specification of Nelson (1991) he assumed that the error term in the mean equation follows a Generalized Error Distribution (GED). In this model conditionally normal errors are employed. Due to this and the first asymmetric order chosen, (8) differs from (7). Under normality, 
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For any GARCH model, its order should be chosen. This is done through the Schwarz Bayesian Information Criteria
 (SIC/SBIC/BIC).  It is based on the following formula:
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where T is the sample size, k is the number of estimated parameters and ESS is the sum of the squared residuals in the regression. It penalizes more heavily for degrees of freedom in comparison to the Akaike Information Criterion (AIC). Therefore, it tends to select more parsimonious models. The model with the smallest criterion value for each GARCH specification is used. However, when the ARCH LM tests find residual heteroskedasticity in the GARCH equations, then the model is selected among the models without any heteroskedasticity effects, even if their SIC value is not the minimal one.

If the dummy variables are still significant in the GARCH mean equations, the day-of-the-week effect is not due to the variation in the equity risk. On the other hand, if dummy variables are insignificant in the mean equation but significant in the variance equation, the effect exists in market risk
. On the other hand, if some dummy variables which were insignificant in the OLS model appear significant in the mean equation (and the variance equation), this is evidence of the day-of-the-week anomaly.

1 Forecast Evaluation Methods
Determining the forecasting accuracy of a model is an important test of its adequacy. Models which predict the movements of the market can be used to exploit an anomaly, such as the day-of-the-week effect. 

A number of different statistics are used to quantitatively measure how closely the forecasted variable tracks the actual data. One measure that is often used is the Root Mean Squared Error. It is defined as:
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where 
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 are the forecasted and actual value in period t, respectively, and T is the number of periods in the forecast sample. It measures the deviation of the forecasts from the actual values of the dependent variable.

Another similar statistic is the Mean Absolute Error, which measures the average absolute forecast error:
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The described two forecast error statistics depend on the scale of the dependent variable, and are unbounded from above. Therefore, they should be used as relative measures to compare forecasts for the same data and forecast period across different models. The model with the lowest value of the errors has supposedly the best forecasting ability.

A measure which is scale-invariant is the Mean Absolute Percentage Error. But Brooks (2008) points out several of its flaws. First, if the actual and the forecast values take on equal values with opposite signs, as may happen in returns, this leads to extremely large and erratic values of the MAPE. The criterion is not reliable if the series take on absolute values less than one, as in percentage returns in our case. The criterion was computed for the four models and it favoured the simplest OLS 5-dummy-only regression, which was not supported by the other three error measures employed. Therefore the MAPE values are not reported and commented.

A useful scale-invariant statistic is Theil’s inequality coefficient, which is defined as
:
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The numerator is just the RMSE, but the scaling of the denominator is such that the U-statistic always lies between zero and one. If U = 0, this indicates a perfect fit since 
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; if U = 1, the predictive performance of the model is equal to a “no-change” forecast 
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. Hence, the Theil inequality coefficient measures the RMSE in relative terms. 

The Theil inequality coefficient can further be decomposed in the so-called proportions of inequality:
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where 
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is the mean of the actual series, 
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 are called the bias, the variance and the covariance proportions of U, respectively. They can also be defined as the proportions of the mean squared error (MSE), which is the denominator in equations (27-29). These three proportions should add up to one. 

The bias proportion 
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 is an indicator of systematic error. It measures the extent to which the mean of the forecast is different from the mean of the actual series. Ideally,  
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 = 0, so the forecasts are not biased.

The variance proportion 
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measures the difference between the variation of the forecasts and the variation of the actual data. If the model replicates the degree of variability in the dependent variable perfectly, 
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 = 0.

The covariance proportion 
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captures any remaining unsystematic forecasting errors after deviations from average values have been accounted for. If predictions are perfectly correlated with actual outcomes, 
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 = 1. In reality, this is unreasonable, but values close to 1 are desirable as an indication of accurate forecasts.

Chapter 4 Empirical Analysis and Results
4.1 Descriptive Statistics per Day of the Week and Equality Tests

Table 3 reports the descriptive statistics for returns per day of the week. Most of the returns on Monday are negative (on seven markets), but only in Thailand they are significantly negative. On Tuesday, six countries register negative returns, while four – positive. This repeats on Wednesday, but two of the positive returns are significant (in Brazil and India), as well as two of the negative returns (in UK and Netherlands). Thursday exhibits positive returns on eight markets and the return in South Africa is marginally significant. All countries except USA demonstrate positive Friday returns, which in the case of Brazil, Poland and Thailand are significant. The pattern which emerges from this first look at the dataset is in agreement with the weekend effect. Most of the markets start the week on Monday with a fall, and finish it on Friday with a rise in prices. This is not valid for Australia, South Africa, Poland and interestingly, USA. The weekend effect was discovered on the US market and was prevalent there for long periods of time until the 90s. So it seems that it has disappeared in the market where it first manifested itself. 

A general pattern observed in the Netherlands, UK and partially Australia, Poland and Thailand, is that the beginning and the middle of the week in the investigated countries is characterized by a downtrend, while the end of the working week yields positive returns. But most of the countries do not show any specific common pattern. Skewness and leptokurtosis are present in the return distributions on all days across all markets. This non-normality is further confirmed by the Jarque-Bera statistics, which are always significant.
Table 3 Descriptive statistics of returns per day of the week

	
	Monday
	Tuesday
	Wednesday
	Thursday
	Friday

	Australia 

	Mean
	0.044
	-0.002
	-0.011
	0.008
	0.000

	Std. Dev.
	1.049
	0.962
	1.000
	1.026
	0.987

	Skewness
	0.204
	-0.672
	-0.223
	-1.523
	-1.164

	Kurtosis
	9.235
	14.134
	6.452
	10.819
	17.206

	Jarque-Bera
	865.523
	2787.751
	268.628
	1560.964
	4593.587

	Brazil

	Mean
	-0.113
	0.043
	0.172*
	-0.013
	0.240***

	Std. Dev.
	2.242
	1.985
	2.074
	2.056
	2.143

	Skewness
	0.437
	0.155
	-0.712
	-0.404
	4.335

	Kurtosis
	7.778
	7.598
	6.928
	4.929
	62.097

	Jarque-Bera
	523.027
	470.758
	386.915
	96.973
	79083.590

	India

	Mean
	-0.063
	0.022
	0.200***
	0.023
	0.028

	Std. Dev.
	1.935
	1.570
	1.599
	1.574
	1.848

	Skewness
	-0.896
	-0.192
	0.027
	-0.305
	-0.697

	Kurtosis
	8.629
	7.266
	5.005
	5.021
	9.668

	Jarque-Bera
	773.599
	406.685
	89.209
	98.830
	1028.653

	Korea

	Mean
	-0.043
	0.058
	0.027
	0.020
	0.069

	Std. Dev.
	2.125
	1.649
	1.956
	1.985
	1.871

	Skewness
	-0.434
	-0.047
	-0.596
	-0.180
	-0.685

	Kurtosis
	5.768
	4.852
	7.770
	8.178
	6.543

	Jarque-Bera
	186.501
	76.215
	535.852
	597.267
	319.885

	Netherlands

	Mean
	-0.038
	-0.049
	-0.128*
	0.005
	0.034

	Std. Dev.
	1.882
	1.442
	1.514
	1.603
	1.541

	Skewness
	-0.060
	-0.031
	-0.499
	0.231
	-0.125

	Kurtosis
	10.239
	7.243
	8.562
	7.834
	8.759

	Jarque-Bera
	1162.006
	399.238
	707.839
	522.784
	736.663

	Poland

	Mean
	0.012
	-0.010
	-0.097
	0.075
	0.132**

	Std. Dev.
	1.524
	1.403
	1.362
	1.400
	1.374

	Skewness
	-0.407
	-0.120
	-0.259
	-0.299
	-0.270

	Kurtosis
	7.030
	4.622
	5.850
	5.031
	7.178

	Jarque-Bera
	374.698
	59.618
	186.014
	99.311
	393.386

	South African Republic

	Mean
	0.101*
	0.050
	-0.034
	0.106*
	0.035

	Std. Dev.
	1.356
	1.289
	1.296
	1.353
	1.263

	Skewness
	-0.799
	0.285
	-0.126
	-0.224
	-0.039

	Kurtosis
	9.250
	5.712
	6.671
	5.751
	6.523

	Jarque-Bera
	922.473
	170.235
	300.105
	172.170
	275.281

	Thailand

	Mean
	-0.257***
	-0.034
	0.036
	-0.022
	0.310***

	Std. Dev.
	1.627
	1.610
	1.627
	1.393
	1.558

	Skewness
	-0.389
	-1.486
	0.326
	-0.097
	0.034

	Kurtosis
	8.724
	24.090
	7.626
	5.452
	12.558

	Jarque-Bera
	739.706
	10054.960
	483.730
	134.105
	2025.126

	United Kingdom

	Mean
	-0.013
	-0.026
	-0.121**
	0.013
	0.062

	Std. Dev.
	1.452
	1.249
	1.286
	1.267
	1.288

	Skewness
	0.183
	0.004
	-0.371
	-0.297
	-0.392

	Kurtosis
	12.031
	5.203
	8.862
	6.481
	12.275

	Jarque-Bera
	1810.899
	107.550
	773.971
	276.498
	1920.678

	USA

	Mean
	-0.041
	-0.010
	-0.016
	0.010
	-0.035

	Std. Dev.
	1.402
	1.447
	1.347
	1.332
	1.211

	Skewness
	-0.187
	0.767
	-0.965
	-0.434
	-0.038

	Kurtosis
	18.200
	9.823
	10.492
	8.634
	5.925

	Jarque-Bera
	5124.403
	1084.128
	1326.814
	720.324
	189.827


Note: ***, ** and * denote statistical significance at 1, 5 and 10% level respectively. All Jarque-Bera statistics are significant at 1% level. All returns are in percentages.
Table 4 presents the traditional equality tests used to detect overall day-of-the-week effects in the returns and volatility. According to both F-tests and Kruskal-Wallis tests, a day-of-the-week effect in mean returns is present in Brazil, Poland and most strongly in Thailand. It is evident from Levene’s test that volatilities vary significantly by the day of the week only in India and South Korea. 

Table 4 Tests of equality of returns and volatility in the simple OLS model
	
	Aus
	Bra
	Ind
	Kor
	Nl
	Pol
	SAR
	Thai
	UK
	USA

	ANOVA F-stat
	0.223
	2.273*
	1.717
	0.257
	0.861
	2.133*
	0.998
	8.704***
	1.447
	0.126

	Kruskal-Wallis
 H-stat
	3.064
	11.589**
	4.144
	1.166
	2.768
	10.109**
	9.216*
	44.912***
	8.539*
	2.265

	Levene test W-stat
	1.902
	1.793
	3.706***
	3.971***
	1.729
	0.673
	0.639
	1.713
	0.110
	1.838


Note: ***, ** and * denote statistical significance at 1, 5 and 10% level respectively. The null hypothesis of all tests is equality (of returns in the first two tests and of variances in Levene’s test)
The analysis so far has relied on the simple statistical tools, which are too general to fit well with financial time series. They were used mostly in papers on the day-of-the-week effect in the 80s and 90s. Deeper analysis requires correcting the OLS model for autocorrelation and other effects, which is done in the next section.
1 Results from the OLS AR Regressions

Table 5 presents the OLS AR estimates for the ten investigated markets. The results suggest that the Monday returns are positive in five countries and negative in another five. In Korea they are significantly positive. This was not evident from the descriptive statistics, which indicated significance in other markets. Therefore, the corrections for autocorrelation and international correlation reveal new day-of-the-week effects and render some insignificant. Tuesday also yields negative deviations in comparison 
Table 5 Day of the week effect on returns in the OLS AR model
	Parameters
	Aus
	Bra
	Ind
	Kor
	NL
	Pol
	SAR
	Thai
	UK
	USA
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Table 5 (continued) Day of the week effect on returns in the OLS AR model

	Parameters
	Aus
	Bra
	Ind
	Kor
	NL
	Pol
	SAR
	Thai
	UK
	USA

	AR(1)
	-0.283***
	-0.042**
	-0.020
	-0.095***
	-0.247***
	-0.036
	-0.089***
	-0.043
	-0.331***
	-0.407***

	AR(2)
	-0.078***
	-0.023
	-0.059**
	-0.044*
	0.013
	-
	0.041**
	0.066***
	-0.069***
	-0.133***

	AR(3)
	-0.090*
	-0.047*
	-0.032
	-0.013
	-0.042
	-
	-0.052***
	-0.010
	-0.067***
	-0.114***

	AR(4)
	-0.055
	-0.065**
	0.044**
	-0.013
	-0.050*
	-
	-
	-
	-
	-0.041

	AR(5)
	-
	-0.076***
	0.001
	-0.018
	-0.082***
	-
	-
	-
	-
	-0.062**

	AR(6)
	-
	-0.024
	-0.038*
	-
	-
	-
	-
	-
	-
	-0.036

	AR(7)
	-
	-
	-0.021
	-
	-
	-
	-
	-
	-
	-0.014

	AR(8)
	-
	-
	-0.003
	-
	-
	-
	-
	-
	-
	0.016

	AR(9)
	-
	-
	0.048**
	-
	-
	-
	-
	-
	-
	-0.084***

	AR(10)
	-
	-
	0.070***
	-
	-
	-
	-
	-
	-
	-

	Rf
	-19.298
	93.540
	-33.146
	-180.38**
	10.090
	-20.200
	-25.660
	-50.417*
	8.812
	2.803

	MSCI
	0.241***
	1.175***
	0.421***
	0.475***
	1.045***
	0.498***
	0.577***
	0.352***
	0.852***
	1.177***

	MSCI(1)
	0.530***
	-0.060
	0.250***
	0.579***
	0.405***
	0.297***
	0.347***
	0.297***
	0.393***
	0.210***

	MSCI(2)
	0.097***
	0.065
	0.101**
	0.083
	0.013
	-0.055*
	-
	0.089**
	0.052*
	0.068**

	MSCI(3)
	0.068***
	0.042
	0.158***
	0.151**
	0.006
	0.049*
	-
	0.101***
	-
	0.117***

	MSCI(4)
	0.082***
	0.102**
	-
	-
	0.093**
	0.006
	-
	0.084***
	-
	0.011

	MSCI(5)
	0.060**
	0.156***
	-
	-
	0.087**
	0.067***
	-
	-
	-
	0.042

	MSCI(6)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.045

	MSCI(7)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.004

	MSCI(8)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-0.020

	MSCI(9)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.092***

	Wald test
F-statistic
	0.373
	3.947***
	1.527
	0.269
	1.265
	2.012*
	1.522
	10.826***
	2.203*
	0.895

	Quandt-Andrews F-statistic
	8.697
	3.492
	4.311
	3.978
	3.157
	5.760
	5.762
	3.577
	2.837
	5.719


Note: *, ** and *** denote significance at 10, 5 and 1% level respectively. 
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represent the coefficients for each daily dummy. AR(1) - AR(10) and  MSCI(1) - MSCI(9) represent the coefficients for the lagged index returns and MSCI World Index returns, respectively. Rf represents the coefficient for the risk-free rate. The null hypothesis of the Wald test is equality of the Monday returns to the returns during the rest of the days. The null hypothesis of the Quandt-Andrews test is no structural break.
to Monday returns in half of the sample and positive ones in the other half. Wednesday is the day on which the greatest number of daily anomalies arises – four. Three of these significant Wednesday return differences are positive – in Brazil, India and Thailand, while one is negative – in South Africa. Out of these, two appear significant in the descriptive statistics – the Brazilian and Indian returns. Overall, on five markets the returns are higher on Wednesday than on Monday, on the rest of the markets – lower. This distribution is exactly the same on Thursday, but only in Thailand is the difference in returns significantly positive. Friday is a day of higher returns than Monday for seven markets, on two of them (Brazil and Thailand) this difference is significant. Only the Australian, South African and American markets are characterized by lower returns in comparison to Monday. 
Overall, a summary of the daily dummy coefficients reveals consistent day-of-the-week effects in Brazil and Thailand. Both markets are characterized by negative Monday returns and higher Friday returns. The pattern for these two stock exchanges is lower returns at the beginning of the week and higher returns in the middle and the end of the week. 

All the markets exhibit significant autocorrelation, so the lags of the returns are significant. Different markets require different number of lags to correct the autocorrelation, varying from 1 in Poland to 9 in USA and 10 in India. A common feature of the sample is that the MSCI index return and its first lag are always significant at the 1% level, except for Brazil. This is arguably due to the high degree of international correlation, but also to deferred reaction to news with international impact and movements on the leading markets. The latter notion is supported by the number of countries in which the second and third MSCI lags are significant – eight and six, respectively.

The risk-free rate does not play a significant role for the markets returns in all countries except Brazil and Korea. In the case of Brazil, this can be explained by the relatively high inflation, for which investors should require compensation in the form of a premium (as shown by the positive coefficient). This premium can be represented by the government bond interest rate, which should closely follow inflation.

All returns are significantly influenced by the “world returns” represented by the MSCI World index returns. Their influence was so big that they introduced additional autocorrelation in the error terms. It could be only corrected by adding the own lags of the MSCI returns. Not surprisingly, the markets which compose part of this world index are significantly correlated with it – Australia and the Netherlands required 5 AR terms, while the US market, which is responsible for a significant part of the world return, required the most – 9 AR terms. Surprisingly, the UK market, another large contributor, needs only 3 AR terms. The significant lags of several days for Brazil, Poland and especially India, Korea and Thailand, may indicate a spillover effect from more developed markets, or slow response to news from leading stock exchanges. 

In order to test whether a day-of-the-week effect exists on a specific market, Wald tests for coefficient restrictions are carried out. The null hypothesis is that the average deviations from Monday are jointly equal to zero. The results demonstrate that the returns are not the same throughout the week for Brazil, Thailand, Poland and, surprisingly, for UK. Consequently, a day-of-the-week effect exists in Brazil, Thailand, Poland and UK. In the case of the UK and Poland, it should be further tested in the GARCH models whether this effect holds to scrutiny. On both markets the effect is significant at the 10% level, which is not indicative in such large samples of over 2500 observations and be due to chance. Moreover, only the UK Wednesday return differs significantly from the Monday values, while in Brazil and Thailand the effects are significant at the 1% level, and three daily returns differ from Monday.
The Quandt-Andrews structural breakpoint tests on the OLS AR regressions do not indicate structural breaks in the variables, which means that jointly the coefficients are relatively stable across subsamples of the datasets
. The null hypothesis of no breakpoints in the data is confirmed for all markets.

1 Results from the Asymmetric GARCH-M Models

1 Results from the Tests for Asymmetries in Volatility

Table 6 depicts the results from the Engle-Ng sign and size bias tests. 
Table 6 Engle-Ng tests for asymmetries in volatility
	
	Aus
	Bra
	Ind
	Kor
	Nl
	Pol
	SAR
	Thai
	UK
	USA

	Sign bias
	0.293***
	0.299***
	0.394***
	0.353***
	0.243***
	0.087
	0.157**
	0.378**
	0.147**
	0.242***

	Negative size bias
	-0.116**
	-0.149***
	-0.139***
	-0.057*
	-0.042
	-0.019
	-0.051
	-0.099
	-0.061
	-0.045

	Positive size bias
	0.195***
	0.130***
	-0.179***
	-0.148***
	-0.132***
	0.087
	-0.139***
	-0.124
	-0.152***
	-0.156***

	Joint bias
	15.437***
	38.412***
	30.629***
	21.566***
	18.172***
	5.283
	10.912***
	4.290
	12.707***
	15.209***


Note: The test-statistics in the first three rows are the t-ratios of the indicator dummies from equations (12), (13) and (14) in Section 4.2. The values in the last row are LM test statistics from the joint bias regression (15) in the same section. *, ** and *** denote significance at 10, 5 and 1% level respectively.
It is evident that all the markets except Poland exhibit a negative sign bias, i.e. negative return shocks have greater impact on volatility than positive ones. The prevalence of positive sign bias in all countries except Poland and Thailand demonstrates that a positive shock of given magnitude has more impact on volatility than under normal GARCH. On the other hand, the negative size bias exists only on three markets at 5% significance level. The joint bias test rejects the null hypothesis of no asymmetries on all markets except Poland and Thailand. This justifies the use of asymmetric GARCH-M models.
1 Results from the TGARCH-M Model

The order of the GARCH models is chosen through the SIC. When the ARCH-LM tests and the squared residuals indicate the presence of ARCH effects in the error terms of the GARCH models, then the model with minimum SIC is chosen among all the models without GARCH effects. This rules out the model orders in which heteroskedasticity is present up to the 20th lag, even if they are preferred according to the SIC.
Table 7 presents the results for the TGARCH-M mean equation:
Table 7 Day of the week effect on returns in the TGARCH-M mean equation
	Parameters
	Aus
	Bra
	Ind
	Kor
	Nl
	Pol
	SAR
	Thai
	UK
	USA
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	-0.298
	-0.283
	-0.038
	0.687**
	0.010
	0.259**
	0.120
	0.048
	-0.093
	-0.053*
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	-0.018
	0.141
	-0.052
	-0.026
	-0.080*
	-0.110*
	-0.076
	0.137*
	-0.060
	0.022
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	-0.036
	0.316***
	0.023
	-0.016
	-0.094**
	-0.143**
	-0.170***
	0.195***
	-0.107***
	0.022
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	-0.001
	0.003
	0.010
	0.115
	-0.066
	-0.012
	-0.033
	0.101
	-0.048
	-0.010
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	0.311***
	-0.020
	0.067
	-0.009
	0.017
	-0.065
	0.420***
	0.048
	-0.027
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	-0.039
	0.035
	-0.009
	0.014
	-0.012
	0.022
	0.045
	-0.004
	0.050
	0.116*

	AR(1)
	-0.200***
	-0.031
	0.006
	-0.103***
	-0.202***
	-0.026
	-0.044**
	0.000
	-0.251***
	-0.348***

	AR(2)
	-0.060***
	-0.013
	-0.039*
	-0.038*
	0.009
	-
	0.033*
	0.078***
	-0.060***
	-0.147***

	AR(3)
	0.004
	-0.046**
	0.003
	-0.024
	0.002
	-
	-0.054***
	-0.009
	-0.041***
	-0.087***

	AR(4)
	-0.002
	-0.022
	0.044**
	-0.013
	-0.001
	-
	-
	-
	-
	-0.044**

	AR(5)
	-
	-0.058***
	-0.016
	-0.001
	-0.036*
	-
	-
	-
	-
	-0.038*

	AR(6)
	-
	0.017
	-0.047**
	-
	-
	-
	-
	-
	-
	-0.012

	AR(7)
	-
	-
	-0.017
	-
	-
	-
	-
	-
	-
	0.018

	AR(8)
	-
	-
	0.003
	-
	-
	-
	-
	-
	-
	0.001

	AR(9)
	-
	-
	0.019
	-
	-
	-
	-
	-
	-
	-0.057***

	AR(10)
	-
	-
	0.047***
	-
	-
	-
	-
	-
	-
	-

	Rf
	72.506
	17.305
	26.160
	-153.42**
	8.311
	-35.649*
	-4.498
	-54.787**
	18.636
	3.658

	MSCI
	0.157***
	1.217***
	0.270***
	0.496***
	0.887***
	0.476***
	0.519***
	0.290***
	0.797***
	1.141***

	MSCI(-1)
	0.426***
	-0.097**
	0.218***
	0.606***
	0.298***
	0.256***
	0.307***
	0.278***
	0.260***
	0.178***

	MSCI(-2)
	0.033**
	0.032
	0.026
	0.039
	-0.002
	-0.053**
	-
	0.042
	0.016
	0.100***

	MSCI(-3)
	0.044***
	0.089**
	0.129***
	0.165***
	-0.006
	0.078***
	-
	0.063**
	-
	0.071***

	MSCI(-4)
	0.014
	0.043
	-
	-
	0.014
	0.021
	-
	0.054*
	-
	0.027

	MSCI(-5)
	0.016
	0.126***
	-
	-
	0.039
	0.054**
	-
	-
	-
	0.019

	MSCI(-6)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.013

	MSCI(-7)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-0.025

	MSCI(-8)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-0.002

	MSCI(-9)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.055***

	Wald test
F-statistic
	0.385
	6.753***
	0.334
	1.138
	1.666
	2.444**
	2.431**
	10.655***
	4.217***
	1.354


Note: *, ** and *** denote significance at 10, 5 and 1% level respectively. 
[image: image118.wmf]1

a

- 
[image: image119.wmf]5

a

represent the coefficients for each daily dummy. AR(1) - AR(10) and  MSCI(1) - MSCI(9) represent the coefficients for the lagged index returns and MSCI World Index returns, respectively. 
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 represents the return gained for an additional unit of risk taken, or the reward-to-risk ratio. Rf represents the coefficient for the risk-free rate. The null hypothesis of the Wald test is equality of the Monday returns to the returns during the rest of the days. 
It is evident that the day-of-the-week effect persists in the mean equation of the TGARCH-M model for all markets for which it was also found through OLS AR, except for Brazil on Monday, India on Wednesday and Thailand on Thursday. This means that this effect is not due to the variation in equity risk for the majority of the researched markets. However, on the Brazilian market, the negative Monday return can be attributed to the significantly higher volatility on that day, as shown in Table 6. In the case of the Indian and Thai stock exchange, the positive Wednesday and Thursday effect in the OLS AR are most probably due to the lower volatility on these day, also evident in Table 6. In all the other markets where significant returns on specific days are found through OLS AR, namely Brazil (for Wednesday and Friday), Korea (for Monday), Thailand (for Tuesday, Wednesday and Friday) and UK (for Wednesday), the daily anomalies remain after controlling for varying risk. 

More importantly, some daily dummy coefficients emerge as significant in the TGARCH-M mean equation, while in the OLS AR one they are not. This is the case for the Netherlands, Poland and USA. In the latter market, its renowned negative Monday effect is discovered through this model, while the first two markets both share negative Tuesday and Wednesday returns. Poland also exhibits a positive Monday effect. If volatility is not taken into account, some day-of-the week effects are actually neglected for these markets. It seems that controlling for volatility reveals new effects, contrary to the presumption that the day-of-the-week effect may be due to variability in volatility. 
Furthermore, the reward-to-risk ratio is positive in six and negative in four countries. No distinguishable pattern can be observed based on the level of development of the market. The coefficient is significant only in USA, suggesting that taking more risk is rewarded with more return. When it is negative it signifies that there is a minor trade-off between return and risk – additional risk taken slightly decreases the returns. 
Wald tests were carried out in the same fashion as with the OLS AR model. The results suggest significant day-of-the-week effects in five countries, ordered hereby by the strength of the effect: Thailand, Brazil, UK, Poland and South Africa. While in Thailand, Brazil and Poland individual daily effects are observed for two or three days, in South Africa and UK only a negative Wednesday effect is visible. A possible explanation is that the difference of daily returns from zero on these two markets is high enough to be detected by the equality test, but individually high enough only on Wednesday. On the other hand, although significantly negative Tuesday and Wednesday returns are reported for the Dutch market, there is not a common daily anomaly persistent throughout the entire week. Overall returns do not differ from zero, even though returns on two individual days do.

Lags of the index returns exert a significant influence, as well as the MSCI index and its own lags. In comparison to the OLS AR model, however, their impact is diminished in terms of number of significant lags. Therefore some of the autocorrelation is cleared away when the model is corrected for heteroskedasticity. In addition, the MSCI index return and its first lag are significant at the 1% level for all markets except Brazil (where the first lag is significant at the 5% level). This reveals the level of international correlation between markets and that all markets absorb international news with some delay, arguably due to time zone difference in some markets. This slow reaction to news is supported by the significant third lags in seven countries.

The risk-free rate is significant in Korea, Poland and Thailand. It emerges as significant on the latter two markets in the TGARCH-M model.

Table 8 Day of the week effect on volatility in the TGARCH-M variance equation

	Parameters
	Aus
	Bra
	Ind
	Kor
	Nl
	Pol
	SAR
	Thai
	UK
	US

	(p, q)
	(3,4)
	(1,1)
	(2,2)
	(1,1)
	(2,1)
	(2,3)
	(1,1)
	(1,1)
	(1,1)
	(1,1)
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	0.474***
	0.609***
	0.059
	0.008
	0.100
	0.086
	0.135
	0.015
	0.007
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	-0.071
	-0.478*
	-0.596***
	-0.239
	0.060
	-0.088
	-0.059
	0.889
	0.045
	0.026
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	0.088
	-0.089
	-0.699**
	0.122
	-0.029
	-0.139
	-0.013
	-0.728
	0.021
	-0.011
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	-0.001
	0.043
	-0.228
	-0.026
	0.002
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	-0.005
	-0.893***
	-0.493**
	-0.070
	-0.064
	-0.154
	-0.232**
	-0.177
	-0.068
	-0.034
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	1.053***
	0.827***
	0.064
	0.931***
	1.087***
	1.076***
	0.882***
	0.875***
	0.894***
	0.911***
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	-0.863***
	-
	0.640***
	-
	-0.163
	-0.149
	-
	-
	-
	-
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	0.722***
	-
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	-
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	0.110***
	0.050***
	0.004
	0.069***
	0.025**
	0.037
	0.057**
	0.060***
	0.055***
	0.059***
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	0.008
	-
	-
	-
	-

	
[image: image131.wmf]3

h

ARCH(-3)
	0.192***
	-
	-
	-
	-
	-0.044**
	-
	-
	-
	-

	
[image: image132.wmf]4

h

ARCH(-4)
	-0.135***
	-
	-
	-
	-
	-
	-
	-
	-
	-

	
[image: image133.wmf]1

y


	0.056***
	0.112***
	0.262***
	-0.003
	0.083***
	0.008
	0.063**
	0.060*
	0.076***
	0.036**

	Wald test
F-statistic
	2.324**
	3.789***
	2.362**
	0.892
	0.935
	0.180
	1.513
	0.930
	2.717**
	2.113*


Note: *, ** and *** denote significance at 10, 5 and 1% level respectively. 
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represent the coefficients for each daily dummy. 
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 represent the coefficients for the lagged conditional variance and the lagged squared residuals, respectively. 
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 represents the coefficient for the asymmetric term, revealing a leverage effect if significantly positive. The null hypothesis of the Wald test is equality of the Monday volatility to the volatility during the rest of the days.
The results in Table 8 indicate the presence of day-of-the-week effect also in the variance of the returns in only three countries – Brazil, India and South Africa. In Brazil, risk is high on Monday, lower on Tuesday and low on Friday. India also exhibits increased risk on Monday, which decreases on Tuesday, Wednesday and Friday. On the South African market, Friday is characterized by a drop in volatility. For all these cases except in South Africa, an increased volatility in absolute terms (after added to the Monday absolute volatility coefficient) leads to corresponding negative returns in the mean equation. And vice versa, decreased volatility in absolute terms leads to corresponding positive returns in the mean equation. Therefore, this presents a proof for the risk-return trade-off relationship on these markets. A rise in risk lowers the returns, while a drop in risk increases them. 

Wald tests are carried out with the null hypothesis that volatility changes do not differ from zero in comparison to Monday values, i.e. volatility is the same during the entire week. This hypothesis is rejected for the following markets, in a descending order by the strength of rejection: Brazil, UK, India, Australia and USA. What is striking is that the overall volatility varies by the day of the week in three highly developed markets, namely USA, UK and Australia. Even though there is no specific day when volatility differs significantly from zero, the changes from Monday are jointly not equal to zero. 

On all markets except India one significantly positive GARCH term is found close to unity, meaning that volatility shocks are reasonably persistent. Interestingly, in Australia, the Netherlands and Poland the first order GARCH terms exceed unity, which implies explosive impact of the previous day’s variance. But for all these markets the GARCH order is greater than one, so the sum of all GARCH coefficients are lower, but very close, to unity. ARCH terms of at least one order are always significant. The sum of all ARCH and GARCH coefficients is over 0.9 except for Brazil. It is 0.97 for India and USA, and 1 for Korea. This satisfies the non-explosiveness of conditional variance. It also indicates a long persistence in volatility – response to shocks die away slowly. In the case of Korea, the sum of 1 suggests an integrated process and a unit root in the variance, rendering it non-stationary and consequently with very long memory. 

The asymmetric term 
[image: image141.wmf]1

y

 is consistently positive (except in Korea) and significant (except in Korea and Poland), providing evidence of the so-called leverage effect – negative shocks cause greater pikes in volatility than positive shocks.
1 Results from the EGARCH-M Model

The results from the EGARCH-M mean equations in Table 9 mostly coincide with the results from the TGARCH-M model. They indicate the existence of robust to volatility day-of-the-week effects, except in Brazil on Monday, India on Wednesday and Thailand on Thursday, as also found through the TGARCH-M model. The anomalies which are discovered by both GARCH models and the OLS AR model are as follows: Wednesday and Friday positive returns in Brazil, positive Monday returns in Korea, positive Tuesday, Wednesday and Friday returns in Thailand and negative Wednesday returns in UK.

Some effects are significant in both GARCH models but not in OLS AR. These are the negative Tuesday and Wednesday effects in the Netherlands and Poland, which do not appear to depend on the asymmetric GARCH specification. However, the estimates for Poland in both models are marginally significant at the 10% level, so any conclusions should be taken with caution. Specifying the mean equation in a different way (e.g. excluding the world index returns) can easily render these effects insignificant.

Table 9 Day of the week effect on returns in the EGARCH-M mean equation
	Parameters
	Aus
	Bra
	Ind
	Kor
	Nl
	Pol
	SAR
	Thai
	UK
	USA
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	-0.360**
	-0.248
	-0.237
	0.600*
	-0.035
	0.196*
	0.120
	-0.173
	-0.148
	-0.044
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	-0.024
	0.123
	-0.091
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	-0.084**
	-0.123*
	-0.095*
	0.181**
	-0.064
	0.019
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	-0.035
	0.307***
	-0.010
	-0.014
	-0.092**
	-0.114*
	-0.178***
	0.175**
	-0.098***
	0.019
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	-0.004
	-0.002
	-0.020
	0.104
	-0.062
	-0.028
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	0.088
	-0.027
	-0.017
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	-0.032
	0.280***
	-0.067
	0.062
	-0.014
	0.005
	-0.077
	0.385***
	0.058
	-0.026
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	-0.047
	0.046
	-0.002
	0.012
	-0.002
	0.028
	0.027
	-0.023
	0.058
	0.108*

	AR(1)
	-0.198***
	-0.043**
	0.023
	-0.107***
	-0.204***
	-0.022
	-0.048**
	-0.009
	-0.248***
	-0.354***

	AR(2)
	-0.063***
	-0.013
	-0.025
	-0.043**
	0.007
	-
	0.031*
	0.080***
	-0.050**
	-0.148***

	AR(3)
	0.000
	-0.043**
	0.017
	-0.027
	-0.002
	-
	-0.056***
	-0.030
	-0.035**
	-0.094***

	AR(4)
	-0.003
	-0.022
	0.042**
	-0.022
	-0.009
	-
	-
	-
	-
	-0.042*

	AR(5)
	-
	-0.060***
	-0.020
	-0.009
	-0.034*
	-
	-
	-
	-
	-0.035

	AR(6)
	-
	0.017
	-0.047**
	-
	-
	-
	-
	-
	-
	0.003

	AR(7)
	-
	-
	-0.009
	-
	-
	-
	-
	-
	-
	0.026

	AR(8)
	-
	-
	0.008
	-
	-
	-
	-
	-
	-
	0.010

	AR(9)
	-
	-
	0.035*
	-
	-
	-
	-
	-
	-
	-0.054***

	AR(10)
	-
	-
	0.050***
	-
	-
	-
	-
	-
	-
	-

	Rf
	84.811
	11.507
	62.626
	-134.76**
	15.327
	-26.008
	-0.242
	28.366
	27.384
	1.656

	MSCI
	0.151***
	1.217***
	0.250***
	0.481***
	0.892***
	0.476***
	0.517***
	0.306***
	0.788***
	1.139***

	MSCI(-1)
	0.421***
	-0.080*
	0.217***
	0.583***
	0.302***
	0.254***
	0.300***
	0.268***
	0.261***
	0.186***

	MSCI(-2)
	0.028*
	0.030
	0.030
	0.031
	-0.001
	-0.050*
	-
	0.046
	-0.003
	0.103***

	MSCI(-3)
	0.044***
	0.079**
	0.129***
	0.161***
	-0.003
	0.077***
	-
	0.089***
	-
	0.075***

	MSCI(-4)
	0.006
	0.042
	-
	-
	0.014
	0.028
	-
	0.054*
	-
	0.024

	MSCI(-5)
	0.014
	0.130***
	-
	-
	0.031
	0.056**
	-
	-
	-
	0.020

	MSCI(-6)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-0.002

	MSCI(-7)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-0.029

	MSCI(-8)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-0.011

	MSCI(-9)
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.051**

	Wald test
F-statistic
	0.413
	6.384***
	0.491
	0.807
	1.685
	1.885
	2.801**
	7.290***
	4.671***
	1.328


Note: *, ** and *** denote significance at 10, 5 and 1% level respectively. 
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represent the coefficients for each daily dummy. AR(1) - AR(10) and  MSCI(1) - MSCI(9) represent the coefficients for the lagged index returns and MSCI World Index returns, respectively. 
[image: image150.wmf]j

 represents the return gained for an additional unit of risk taken, or the reward-to-risk ratio. Rf represents the coefficient for the risk-free rate. The null hypothesis of the Wald test is equality of the Monday returns to the returns during the rest of the days.
Yet there exist some statistical significant daily anomalies which are unique to the EGARCH-M model. These include a negative Monday return in Australia, positive Monday returns in Poland and negative Tuesday returns in South Africa. The latter two results, however, are only marginally significant at the 10% level, so they should be carefully interpreted.

Not surprisingly, the reward-to-risk ratio behaves in exactly the same way in the EGARCH-M model as it does in the TGARCH-M model. It keeps its sign on all markets (positive on six and negative on four). Again risk-adversity is significant only in USA, where taking more risk yields a premium. 

Wald tests reveal significant differences across daily returns in the following countries ordered by the strength of the effect: Thailand, Brazil, UK and South Africa. The same countries exhibit these effects in the TGARCH-M model. The anomaly is, however, no longer present in Poland. In the TGARCH-M model, it is more pronounced in Poland than in South Africa. 

Many autoregressive terms in own returns and MSCI returns appear significant. The model deals with autocorrelation with comparable success to the TGARCH-M model. The MSCI lags behave in the same way as those in the TGARCH-M model, the return and its first own lag being significant at the 1% level for all markets except Brazil, and the third lag being significant in seven countries. This lends further support to the slow international news absorption. 

The risk-free rate is significant only in Korea, for which it appears to be significant in all three models. This is arguably due to the choice of risk-free rate: Negotiable Certificates of Deposit (NCD) 91-day yield, which may not be the best proxy for government bond rates, but is the only dataset of short-term interest rate available.
In Table 10 day-of-the-week effects in market risk are observed for India, Korea, Brazil and Thailand. But these effects occur only on one day – lower volatility on Friday in Brazil, Tuesday in India and Korea, and Monday in Thailand. But out of these four anomalies, two are marginally significant at the 10% level – those in Brazil and Thailand. In comparison to the TGARCH-M model, only the lower risk on Friday in Brazil and on Tuesday in India again appears significant. 

Wald tests are conducted in a similar fashion to the TGARCH-M model. The null hypothesis of volatility equality throughout the week is rejected for the following markets, in a descending order by the strength of rejection: USA, Brazil, Korea and India. Out of these, USA, Brazil and India exhibit varying volatility also according to the TGARCH-M model. It is noteworthy that the day-of-the-week effect in volatility is most pronounced in USA, without a single significant day standing out. 

On all markets except Brazil one significantly positive GARCH term is found close to unity, indicating long-lasting volatility shocks. Interestingly, in Australia, the Netherlands, USA and Poland the first order GARCH terms exceed unity, which implies explosive impact of the previous day’s variance. For Poland, it even exceeds two, but the second order GARCH term compensates this with a value of -2. Nevertheless, for all these markets the GARCH order is greater than one, so the sum of all GARCH coefficients are lower, but very close, to unity (0.986 in the case of Poland and the Netherlands, 0.996 for USA and 0.99 for Australia). ARCH terms of at least one order are always significant. The sum of all

Table 10 Day of the week effect on volatility in the EGARCH-M variance equation

	Parameters
	Aus
	Bra
	Ind
	Kor
	Nl
	Pol
	SAR
	Thai
	UK
	US

	(p, q)
	(3,4)
	(2,1)
	(1,1)
	(1,1)
	(3,4)
	(3,4)
	(1,1)
	(2,2)
	(1,1)
	(2,3)
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	-0.175
	-0.230
	-0.175
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	Wald test
F-statistic
	1.585
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Note: *, ** and *** denote significance at 10, 5 and 1% level respectively. 
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represent the coefficients for each daily dummy. 
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 represent the coefficients for the lagged conditional variance and the lagged squared residuals, respectively. 
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 represents the coefficient for the asymmetric term, revealing a leverage effect if significantly negative. The null hypothesis of the Wald test is equality of the Monday volatility to the volatility during the rest of the days.
ARCH and GARCH coefficients is over 1 for all countries. Therefore, the conditional variance is explosive and non-stationary. According to the EGARCH-M model, the persistence of shocks to the volatility will always be infinite – in other words, old information is always more important than recent information. This poses a failure for the EGARCH-M model. 

The asymmetry term 
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 is significantly negative for all countries except Korea and Thailand. This demonstrates the presence of leverage effects, as in the TGARCH-M model. 
Comparing both asymmetric GARCH models, the TGARCH-M model seems a better choice. It needs lower ARCH and GARCH term orders. More importantly, it estimates the conditional variance as trend-stationary, while the EGARCH-M model determines the GARCH process as non-stationary. Another drawback of the EGARCH model, as Engle & Ng (1993) point out, is that it tends to overestimate the impact of outliers on volatility due to the exponential structure. Thus it produces too high variance forecasts.

4.4 Summary and Comparison of the Results of the Regression Models

Table 11 summarizes all the results for the returns so far.

Table 11 Summary of the model results for returns
	Models
	Aus
	Bra
	Ind
	Kor
	Nl
	Pol
	SAR
	Thai
	UK
	USA

	Overall DOTW effects

	OLS 
	-
	(
	-
	-
	-
	(
	-
	(
	-
	-

	OLS AR 
	-
	(
	-
	-
	-
	(*
	-
	(
	(*
	-

	TGARCH-M 
	-
	(
	-
	-
	-
	(
	(
	(
	(
	-

	EGARCH-M 
	-
	(
	-
	-
	-
	-
	(
	(
	(
	-

	Monday in returns

	OLS
	-
	-
	-
	-
	-
	-
	(* +
	(-
	-
	-

	OLS AR
	-
	-
	-
	(+
	-
	-
	-
	-
	-
	-

	TGARCH-M
	-
	-
	-
	( +
	-
	( +
	-
	-
	-
	(* -

	EGARCH-M
	(-
	-
	-
	(* +
	-
	(* +
	-
	-
	-
	-

	Tuesday in returns

	OLS
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	OLS AR
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	TGARCH-M
	-
	-
	-
	-
	(* -
	(* -
	-
	(* +
	-
	-

	EGARCH-M
	-
	-
	-
	-
	(-
	(* -
	(* -
	(+
	-
	-

	Wednesday in returns

	OLS
	-
	(* +
	( +
	-
	(* -
	-
	-
	-
	(-
	-

	OLS AR
	-
	(+
	( +
	-
	-
	-
	(-
	(+
	(-
	-

	TGARCH-M
	-
	(+
	-
	-
	(-
	(-
	(-
	(+
	(-
	-

	EGARCH-M
	-
	(+
	-
	-
	(-
	(* -
	(-
	(+
	(-
	-

	Thursday in returns

	OLS
	-
	-
	-
	-
	-
	-
	(* +
	-
	-
	-

	OLS AR
	-
	-
	-
	-
	-
	-
	-
	( +
	-
	-

	TGARCH-M
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	EGARCH-M
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	Friday in returns

	OLS
	-
	( +
	-
	-
	-
	( +
	-
	( +
	-
	-

	OLS AR
	-
	( +
	-
	-
	-
	-
	-
	( +
	-
	-


Table 11 (continued) Summary of the model results for returns

	Models
	Aus
	Bra
	Ind
	Kor
	Nl
	Pol
	SAR
	Thai
	UK
	USA

	TGARCH-M
	-
	(+
	-
	-
	-
	-
	-
	(+
	-
	-

	EGARCH-M
	-
	(+
	-
	-
	-
	-
	-
	(+
	-
	-


Note: (denotes effects found, + or – denote the direction of the effect on a particular day, * denotes significance at 10%, all the effect w/o this sign are significant at 5 or 1%. “Overall DOTW effects” indicate a rejection of the equality of all daily returns by the Wald or ANOVA test.
According to the table, day-of-the-week effects in returns are found without doubt in the stock exchanges of Brazil, Thailand, Poland and UK. In Brazil they take the form of positive Wednesday and Friday effects, in Thailand – positive Tuesday, Wednesday, and Friday effects, in Poland - a positive Monday and negative Tuesday and Wednesday returns, and in UK – a negative Wednesday effect. Both GARCH models find out an overall daily anomaly in South Africa, which manifests itself as negative Wednesday returns. There are markets that do not exhibit significant daily seasonality in returns across the whole week, but on particular days. These are Korea with positive Monday returns and the Netherlands with negative Tuesday and Wednesday returns.

Table 12 summarizes the results in volatility so far.

Table 12 Summary of the model results for volatility
	Models
	Aus
	Bra
	Ind
	Kor
	Nl
	Pol
	SAR
	Thai
	UK
	USA

	Overall DOTW effects

	OLS 
	-
	-
	(
	(
	-
	-
	-
	-
	-
	--

	TGARCH-M 
	(
	(
	(
	-
	-
	-
	-
	-
	(
	(*

	EGARCH-M 
	-
	(
	(*
	(*
	-
	-
	-
	-
	-
	(

	Monday in volatility

	TGARCH-M
	-
	( +
	( +
	-
	-
	-
	-
	-
	-
	-

	EGARCH-M
	-
	-
	-
	-
	-
	-
	-
	(* -
	-
	-

	Tuesday in volatility

	TGARCH-M
	-
	(* -
	( -
	-
	-
	-
	-
	-
	-
	-

	EGARCH-M
	-
	-
	( -
	( -
	-
	-
	-
	-
	-
	-

	Wednesday in volatility

	TGARCH-M
	-
	-
	( -
	-
	-
	-
	-
	-
	-
	-

	EGARCH-M
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	Thursday in volatility

	TGARCH-M
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	EGARCH-M
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	Friday in volatility-

	TGARCH-M
	-
	( -
	( -
	-
	-
	-
	( -
	-
	-
	-

	EGARCH-M
	-
	(* -
	-
	-
	-
	-
	-
	-
	-
	-


Note: (denotes effects found, + or – denote the direction of the effect on a particular day, * denotes significance at 10%, all the effect w/o this sign are significant at 5 or 1%. “Overall DOTW effects” indicate a rejection of the equality of all daily volatilities by the Wald test.
It can be concluded from the table that overall inequalities in volatility across all weekdays are present in Brazil, India, Korea and USA. On the Brazilian market, risk is significantly different from other days on Monday, Tuesday and Friday. In India, it is on all days except Thursday. Korea and USA are more specific, because the variability does not manifest itself strongly on a particular day (except Tuesday in Korea, supported by EGARCH-M), but is distributed in inequalities among all weekdays. 
After comparing the results from this thesis with the results from previous studies in Table 1 in section 2.3, the following is found out:
1) In Australia, the day-of-the-week effect has disappeared. Only one model, EGARCH-M, confirms the negative Monday effect present in studies of the 70s and 80s.

2) In Brazil, the findings of Basher and Sadorsky (2006) about no daily effects are strongly rejected.  The positive Wednesday and Friday returns during the 70s and 80s reported in Agrawal and Tandon (1994) and the positive Friday returns in the 90s discovered by Cabello and Ortiz (2004) reappear in the last ten years.

3) For India, the positive Friday effect found in studies over earlier periods is not confirmed. On the other hand, the positive Wednesday effect is discovered through OLS models but not through the GARCH models. This implies that the effect reported in previous works employing OLS, is due to varying market risk during the week. The lower Tuesday volatility in Yalcin and Yicel’s (2006) EGARCH-M model remains in this EGARCH-M model. 

4) The day-of-the-week effect is consistently present on the South Korean market neither in this nor in the previous studies. Nevertheless, a positive Monday effect is found in this thesis which has not been reported before. The lower volatility on Tuesday is confirmed, but the higher volatility on Monday is rejected. 

5) In the Netherlands, only the old negative Tuesday effect, found by Agrawal and Tandon (1994) in the 70s and 80s, is evident. A negative Wednesday effect is reported for the first time. Varying daily volatility is not confirmed.

6) On the Polish market the positive Monday effect discovered by Yalcin and Yicel’s (2006) EGARCH-M model is confirmed by both GARCH models. But these models also attest the presence of negative Tuesday and Wednesday returns, which is the outcome of only one study so far - Patev, Lyroudi and Kanaryan (2004). In line with Bubák and Žikeš (2006), no day-of-the-week effects are found in volatility.

7)  For South Africa, the positive Monday effect reported by two articles is significant only in a simple OLS model. But negative returns on Wednesday emerge in this thesis, as well as overall day-of-the-week effects according to the GARCH models.

8) For Thailand, the negative Monday reported in the literature is confirmed only by the simple OLS model. Positive returns on Wednesday and especially Friday are supported by the results of the thesis. In addition, a positive Tuesday effect emerges. There is strong evidence of overall day-of-the-week effects. But they cannot be explained by any significant variability in volatility.

9) In UK, the long persistent negative Monday effect is rejected in line with Savva, Osborn and Gill (2006) who employ a recent dataset and similar methodology. But unlike their research results, daily seasonality is present across the week in this thesis. In addition, the positive Wednesday effect found by previous studies is reversed, being consistently negative across all the models. No day exhibits significantly different volatility than the others, but still according to the TGARCH-M model there exists a daily anomaly in volatility.

10) The well-known US Monday effect manifests itself only in the TGARCH-M model, moreover it is just marginally significant. In contrast with the previous literature, no positive Wednesday or Friday returns are present. Also, no significant variability is discovered in the volatility on a particular day or over the entire week, which contradicts earlier research on the US market.

All in all, the results from this study diverge from the results of previous studies. This may be due to the combined impact of a more recent sample period, methodology not employed before, and new development of the day-of-the-week effect during the ongoing financial crisis. 

4.5 Possible Explanations for the Anomalies Found

The purpose of this thesis is to verify whether day-of-the-week effects still exist. Therefore, searching for plausible causes of these effects in the analyzed sample is beyond the scope of the paper. Nevertheless, this section offers some explanations in the existing literature, but only for similar effects already found and analyzed. Most of the reported anomalies in this thesis are either not found for previous periods and models, or are not accompanied by any explanation.

The hypothesis which is most frequently tested in the literature is the role of the settlement period length. Settlement on stocks takes place several business days after trading. If this period includes the weekend, this leads to its effective prolongation. During that time, sellers do not receive interest on cash. Hence, sellers on a certain day are supposed to incorporate a premium in their selling price if this day-of-the-week extends the effective settlement period. This should increase the prices on that certain day by the amount of one or two days of foregone interest, and thus lead to higher index returns. For example, a one-day settlement length would imply higher returns on Friday (if it is the last trading weekday), because on Sunday interest is foregone; a two-day settlement would imply higher returns on Thursday and Friday, and so on. A clear shortcoming of this hypothesis is that it only can explain higher returns, but not lower or negative returns.

In Brazil, Agrawal and Tendon (1994) report a two-day settlement period implying high expected returns on Thursday and Friday. Indeed significantly positive returns are observed on Friday, but they occur on Wednesday as well. Consequently, the settlement procedure does not provide an entirely satisfactory explanation.

Choudry (2000) states that South Korea has a two-day settlement period. However, significant high Thursday and Friday returns are not found in Korea. The observed anomaly is of high Monday returns.

For the Dutch market, Agrawal and Tendon (1994) report a four-day settlement period. This implies high expected returns on Tuesdays and Wednesdays. The returns on these two days are significant, but negative.
For Thailand, Choudry (2000) reports a three-day settlement period with implied high expected returns on Wednesday and Thursday. This is the case for Wednesday, but high returns are also discovered on Friday, so again the evidence in favour of the settlement period hypothesis is not conclusive.
4.6 Predictive Power of the Models

 In order to assess the predictive power of the employed models, out-of-sample forecasts are carried out. The selected models are estimated on half of the sample, from 1999 to 2004. The other half is held back and is used to construct out-of-sample forecasts. This holdout sample spans between 05.02.2004 and 16.03.2009 and contains 1331 observations. Because it includes the crisis period, it is expected that the predictability of the models will be less accurate, due to the occurrence of some outliers.  Forecasts are computed under Eviews and the static forecasting method is chosen. It calculates a sequence of one-step ahead forecasts. It also employs the actual rather than the forecasted values of the lagged dependent variables on the right-hand side of the regressions.  

Table 13 gives an account on the forecasting results. 
The root mean squared error is lowest for the OLS AR model in 4 countries, while each asymmetric GARCH-M model produces the lowest errors in 3 countries. 

The TGARCH-M model renders the best forecasts in terms of mean absolute error in 5 countries. The OLS AR model follows it with 3 countries, and the EGARCH-M model performs the worst with 2 countries.

According to the Theil Inequality Coefficient, the OLS AR model is undoubtedly the most accurate model on all markets but Brazil. In the case of Brazil, the lowest value of the TGARCH-M model is virtually indistinguishable from the one of the OLS AR and the EGARCH-M models. 
All the models except the EGARCH-M one in Australia produce unbiased forecasts, as is evident by the bias proportion values of 0.00. The OLS forecasts have the closest mean to the actual series mean in five markets, but the differences to the other models are indistinguishable. This is arguably a result of the simplest specification of the 5-dummy OLS model.
Table 13 Forecast evaluation indicators
	Models
	Aus
	Bra
	Ind
	Kor
	Nl
	Pol
	SAR
	Thai
	UK
	USA

	Root mean squared error

	OLS 
	1.20
	2.06
	1.85
	1.61
	1.48
	1.38
	1.43
	1.48
	1.31
	1.40

	OLS AR 
	0.96*
	1.50
	1.75
	1.44
	0.89
	1.19
	1.17*
	1.35*
	0.75*
	0.59

	TGARCH-M 
	0.97
	1.49
	1.74*
	1.43*
	0.87*
	1.19
	1.18
	1.37
	0.75
	0.59

	EGARCH-M 
	19.33
	1.49*
	1.75
	1.43
	0.87
	1.19*
	1.18
	1.38
	0.75
	0.58*

	Mean absolute error

	OLS
	0.79
	1.43
	1.26
	1.09
	0.91
	0.98
	1.00
	0.96
	0.81
	0.83

	OLS AR
	0.65*
	1.12
	1.21
	1.01
	0.62
	0.87
	0.85*
	0.90*
	0.53
	0.40

	TGARCH-M
	0.65
	1.11
	1.20*
	0.99*
	0.60*
	0.87*
	0.85
	0.91
	0.53*
	0.40

	EGARCH-M
	7.80
	1.11*
	1.21
	1.00
	0.61
	0.87
	0.85
	0.91
	0.53
	0.39*

	Mean absolute percentage error              

	OLS
	104.91*
	123.40*
	124.60*
	127.87*
	134.64*
	178.90*
	115.12*
	155.98*
	182.00*
	144.19*

	OLS AR
	171.86
	204.18
	192.34
	255.17
	290.85
	341.75
	162.70
	183.36
	379.92
	291.91

	TGARCH-M
	162.29
	181.29
	175.96
	251.48
	218.90
	350.92
	155.88
	178.32
	287.69
	272.76

	EGARCH-M
	4639.43
	179.22
	182.66
	258.37
	218.72
	360.06
	154.71
	187.16
	308.35
	268.20

	Theil Inequality Coefficient              

	OLS
	0.97
	0.93
	0.92
	0.94
	0.93
	0.90
	0.94
	0.86
	0.93
	0.95

	OLS AR
	0.57*
	0.46
	0.76*
	0.55*
	0.31*
	0.59*
	0.56*
	0.66*
	0.32*
	0.21*

	TGARCH-M
	0.58
	0.46*
	0.78
	0.61
	0.34
	0.61
	0.57
	0.68
	0.33
	0.22

	EGARCH-M
	0.94
	0.46
	0.77
	0.62
	0.34
	0.62
	0.57
	0.68
	0.34
	0.21

	Composition of  the Theil Inequality Coefficient

	Bias proportion
	
	
	
	
	
	
	
	
	
	

	OLS
	0.00*
	0.00*
	0.00
	0.00*
	0.00*
	0.00*
	0.00
	0.00
	0.00*
	0.00

	OLS AR
	0.00
	0.01
	0.00
	0.00
	0.00
	0.01
	0.00
	0.00*
	0.00
	0.00*

	TGARCH-M
	0.00
	0.00
	0.00
	0.00
	0.00
	0.01
	0.00*
	0.00
	0.01
	0.00

	EGARCH-M
	0.15
	0.00
	0.00*
	0.00
	0.00
	0.01
	0.00
	0.01
	0.01
	0.00

	Variance proportion

	OLS
	0.94
	0.87
	0.83
	0.86
	0.84
	0.78
	0.89
	0.71
	0.85
	0.89

	OLS AR
	0.56*
	0.35*
	0.62*
	0.18*
	0.01*
	0.38*
	0.43*
	0.46
	0.12*
	0.00*

	TGARCH-M
	0.58
	0.36
	0.70
	0.28
	0.22
	0.48
	0.47
	0.48
	0.23
	0.01

	EGARCH-M
	0.74
	0.37
	0.65
	0.29
	0.22
	0.49
	0.46
	0.45*
	0.24
	0.01

	Covariance proportion

	OLS
	0.06
	0.13
	0.17
	0.14
	0.16
	0.22
	0.11
	0.28
	0.15
	0.11

	OLS AR
	0.44*
	0.63
	0.38*
	0.82*
	0.99*
	0.61*
	0.57*
	0.54
	0.88*
	1.00*

	TGARCH-M
	0.42
	0.63*
	0.30
	0.72
	0.77
	0.51
	0.53
	0.51
	0.76
	0.98

	EGARCH-M
	0.11
	0.63
	0.35
	0.71
	0.78
	0.50
	0.54
	0.55*
	0.76
	0.98


Note: * denotes the best model for each country according to each indicator. It is determined by the minimum value for all indicators, except for the Covariance proportion, for which the maximum value is picked.
The OLS AR model demonstrates a better performance in terms of variance and covariance proportions. Its variance proportion is the lowest for all markets except Thailand, where the EGARCH-M model performs slightly better. In turn, the covariance proportion of the OLS AR forecasts is the highest on all markets, except in Brazil and Thailand, where the TGARCH-M and the EGARCH-M model fare slightly better, respectively.

The reason why the two asymmetric GARCH-M models forecast more inaccurately than the simpler OLS AR model may lie in their specification. All three models include the same variables in their mean equations, but the GARCH-M models include also the conditional variance term. From Table 7 and 9 it is apparent for both models that the conditional variance is not significant in any country but USA (where it is marginally significant). Hence it does not improve these model and consequently their forecasts, but adds one more insignificant term that makes the forecasts more inaccurate. This further confirms that the GARCH-in-mean specification is not necessary when investigating the selected markets.

Moreover, the TGARCH-M model emerges as slightly superior to the EGARCH-M model when the Theil Inequality Coefficient and its components are compared. This again can be attributed to the inclusion of the conditional variance in the mean equation. These models estimate it in different ways in the variance equation, which leads to different coefficients of the variance term. The simpler TGARCH formula seems more suitable for the selected sample.

It is also remarkable that in Korea, UK, the Netherlands and USA the OLS AR model predicts much of the variation in the actual data. In line with this, the corresponding covariance proportions for these markets are the highest, revealing that most of the forecast errors are due to the unsystematic component. Especially noteworthy is the covariance component in the Netherlands and USA for the OLS AR model, which is very close to unity. This means that the one-step ahead forecasts predict very accurately on these markets, and all the forecast errors are random. It is not a coincidence that on three of these markets – the Netherlands, UK and USA, the OLS AR forecasts fit the actual data to the greatest extent according to the Theil Inequality Coefficient. The best fit is achieved for USA, and this may be due to the inclusion of the MSCI World Index and its lagged values, which are highly correlated to the US market. Still, the value of the best fit, 0.21, is not too close to the theoretical best fit of 0.00. This is to be expected. The specification of the model does not include all the possible explanatory variables, as macroeconomic indicators. Thus, the models here do not aim at explaining entirely the returns and cannot forecast the magnitude of the returns with great accuracy. What they can do is to predict the direction of the market movements or the sign of the returns on a particular day, which is the essence of the daily anomaly.

In brief, the OLS AR model does the best job in producing one-step ahead static forecasts, followed by the TGARCH-M model. The EGARCH-M model, in spite of being the most complicated one, falls third, while the performance of the simplest OLS model is expectedly unsatisfactory.

4.7 Summary of the Empirical Analysis

Comparing the results of the four models, day-of-the-week effects in returns are present on the markets of Brazil, Thailand, Poland and UK. In Brazil, significant daily returns are positive on Wednesday and Friday, in Thailand – positive on Tuesday, Wednesday and Friday, in Poland – positive on Monday and negative on Tuesday and Wednesday, and in UK – negative on Wednesday.

Volatility fluctuates significantly across all weekdays in Brazil, India, Korea and USA. On the Brazilian market, risk is significantly different from other days on Monday, Tuesday and Friday. In India, it differs on all days except Thursday. In Korea and USA, this variability does not manifest itself strongly on a particular day, but is distributed in inequalities among all weekdays.

The reported results are not in line with the results from previous studies on the same markets. This may be attributed to a number of factors, such as different models and a newer sample period.

The models employed manage to predict the returns to a certain extent in out-of-sample tests. One of the models emerges as providing the best forecasts among all four. Still, these forecasts are best interpreted as guides of the direction and not the magnitude of index returns.

Chapter 5 Conclusion

The day-of-the-week effect is a seasonality effect of repeated relatively low or relatively high returns for certain day(s) of the week. This is puzzling because there should not be any rational relation between the day of the week and the magnitude of the returns. No satisfactory enough explanation has been suggested in the empirical literature on this calendar anomaly, making it a subject to much research.

The day-of-the-week effect was first identified as a Monday effect in the US market - negative returns on Monday and high positive returns on Friday. Different patterns across other markets and periods were detected. Attempts were made to explain them with statistical errors, settlement procedures, day-varying volatility and repeated arrival of unfavorable news at certain points in time. Shifts in investors’ psychology causing patterns in order flow seem more promising.
The goal of this thesis is to find out whether the daily anomaly still exists on certain stock markets, or whether it has disappeared in a similar fashion to other anomalies. The examined markets include developed as well as emerging stock markets around the globe: Australia, Brazil, USA, the Netherlands, UK, Poland, South Africa, India, Thailand and South Korea. The sample period starts in January 1999 and ends in March 2009.

Four models are used to detect any day-of-the-week effects. Two are linear regressions – a simple OLS regression with five dummies and an extended OLS model with corrections. Some of these corrections are not widely used, like excess returns and the MSCI World Index. The other two models are asymmetric GARCH-M models – EGARCH-M and TGARCH-M employing the extended OLS model as a mean equation. They account for asymmetric response of volatility to negative news. Moreover, volatility is allowed to vary by the day of the week in the variance equation.
After examining the results of the models, day-of-the-week effects in returns are present on the markets of Brazil, Thailand, Poland and UK. In Brazil, daily returns are significantly positive on Wednesday and Friday, in Thailand – significantly positive on Tuesday, Wednesday and Friday, in Poland – significantly positive on Monday and negative on Tuesday and Wednesday, and in UK – significantly negative on Wednesday. In UK returns are not equal throughout the week, even though only one day is significant.

Volatility varies with the day of the week in Brazil, India, Korea and USA. On the Brazilian market, risk is significantly different from other days on Monday, Tuesday and Friday. In India, it differs on all days except Thursday. In Korea and USA, this variability is not strongly pronounced on a particular day, but nevertheless volatility differs significantly on a daily basis. 

All in all, day-of-the-week effects have not completely disappeared in some markets. This does not necessary imply market inefficiency though, because it is not tested whether strategies exploiting these daily anomalies are profitable after accounting for transaction costs.

The obtained results are not in accordance with the results from previous studies on the same markets. This may be due to factors like different models employed and a newer sample period.

The predictive power of three of the models out-of-sample is moderate. The corrected OLS model provides the best forecasts among all four. GARCH-in-mean specifications for daily effects do not work so well on recent datasets from the selected countries. In the best case, the forecasts are rough guides to the direction and not the magnitude of index returns.

Several suggestions for future improvement of research on this subject can be made. First, the simple OLS regression is obviously not a good tool for analyzing the day-of-the-week effect and should be excluded from the list of models used. Second, the inclusion of the MSCI World Index in the other three models is debatable as it introduces substantial autocorrelation. Third, GARCH-in-mean models are not superior to ordinary GARCH models in all of the analyzed countries except USA. Furthermore, the more sophisticated EGARCH model is not superior to the simpler TGARCH model. It can be tested whether the EGARCH performance improves when the errors follow not a normal distribution as in this study, but Generalized Error Distribution (GED) or Student’s t-distribution. These two distributions in theory can account for leptokurtic and skewed return distribution. Concerning the out-of-sample tests, another indicator of forecasting performance can be examined – the Diebold-Mariano statistic. The Diebold-Mariano test compares the forecasts of two models with the null hypothesis of equal forecasting errors. So every selected model can be tested against a random walk, or the selected models can be compared to each other.
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TABLES
Table 1 Summary of the results from the relevant literature
	Country and authors
	Period
	Method
	Results

	Australia

	Jaffe and Westerfield (1985)
	1973-1982
	OLS
	Negative Monday, Tuesday; positive Friday

	Condoyanni, O'Hanlon and Ward (1987)
	1981-1984
	OLS
	Negative Tuesday, positive Friday

	Agrawal and Tandon ((1994)
	1971-1987
	OLS
	Negative Monday, Tuesday; positive Wednesday, Thursday, Friday

	Bayar and Kan (2002)
	1993-1998
	OLS
	Positive Wednesday

	Chukwuogor-Ndu and Feridun (2006)
	1998-2004
	OLS and Kruskal-Wallis
	Negative Wednesday

	Brazil

	Agrawal and Tandon (1994)
	1972-1988
	OLS
	Negative Monday; positive Wednesday, Thursday, Friday

	Cabello and Ortiz (2004)
	1986-2001
	OLS
	Negative Monday; positive Friday

	Basher and Sadorsky (2006)
	1992-2003
	OLS w/ varying risk corrections
	Not in return

	India

	Poshakwale (1996)
	1987-1994
	OLS
	Positive Friday, negative Monday

	Choudhry (2000)
	1990-1995
	OLS and GARCH(1,1)
	Positive Friday in both models; higher volatility on Thursday

	Nath and Dalvi (2004)
	1999-2003
	Biweight regression 
	Negative Wednesday and Friday in close-to-close and intraday data; positive Friday after 2003.

	Basher and Sadorsky (2006)
	1992-2003
	OLS w/ varying risk corrections
	Not in return

	Chukwuogor-Ndu and Feridun (2006)
	1998-2004
	OLS and Kruskal-Wallis
	Overall DOTW effect found.

	Yalcin and Yycel (2006)
	1996-2005
	EGARCH-M
	Negative Monday, Tuesday and Friday; positive Wednesday; lower volatility on Tuesday, higher on Wednesday

	Elango and Al Macki (2008)
	1999-2007
	OLS and Kruskal-Wallis 
	Positive Wenesday

	Korea

	Choudhry (2000)
	1990-1995
	OLS and GARCH(1,1)
	Not in return in OLS; negative Tuesday in GARCH; higher volatility on Monday, Wednesday and Thursday; lower on Tuesday

	Brooks and Persand (2001)
	1990-1996
	OLS w/ risk correction
	Not in return

	Basher and Sadorsky (2006)
	1992-2003
	OLS w/ varying risk corrections
	Not in return

	Chukwuogor-Ndu and Feridun (2006)
	1998-2004
	OLS and Kruskal-Wallis
	Positive Friday at 10%; Overall DOTW effect found.

	Yalcin and Yycel (2006)
	1995-2005
	EGARCH-M
	Not in return; higher volatility on Monday; lower on Tuesday.

	Chia, Liew and Wafa (2008)
	2000-2006
	OLS AR, EGARCH-M
	Not in return

	Netherlands

	Chang, Pinegar, and Ravichandran (1993)
	1986-1992
	OLS with sample size and error term adjustments
	Overall DOTW effect robust to adjustments; occurs primarily in week 1.


Table 1 (continued) Summary of the results from the relevant literature

	Country and authors
	Period
	Method
	Results

	Netherlands

	Agrawal and Tandon (1994)
	1971-1987
	OLS
	Negative Tuesday; positive Friday

	Bayar and Kan (2002)
	1993-1998
	OLS
	Positive Monday, Wednesday

	Apolinario, Santana, Sales, Caro (2006)
	1997-2004
	OLS AR; GARCH; TGARCH
	Not in return; higher volatility on Monday and Thursday.

	Chukwuogor-Ndu (2006)
	1997-2004
	OLS, Kruskal-Wallis and Levene
	Overall DOTW effect found in returns and volatility

	Savva, Osborn and Gill (2006)
	1993-2005
	PAR-PEGARCH
	Positive Monday and Friday; Lower volatility on Monday, higher on Friday; overall DOTW effect in volatility

	Poland

	Ajayi, Mehdian, and Perry (2004)
	1995-2002
	OLS
	Not in returns

	Patev, Lyroudi and Kanaryan (2004)
	1997-2002
	OLS and GARCH-M(1,1)
	No DOTW effect in OLS; GARCH: negative on all days except Thursday due to positive market risk premium

	Basher and Sadorsky (2006)
	1992-2003
	OLS w/ varying risk corrections
	Negative Thursday

	Bubák and Žikeš (2006)
	1997-2004
	PAR-PGARCH
	Overall DOTW effect found in returns, but not in volatility

	Yalcin and Yycel (2006)
	1995-2005
	EGARCH-M
	Positive Wednesday; positive Monday and Thursday at 10% significance; higher volatility on Monday

	South Africa

	Basher and Sadorsky (2006)
	1992-2003
	OLS w/ varying risk corrections
	Positive Monday

	Yalcin and Yycel (2006)
	1995-2005
	EGARCH-M
	Positive Monday

	Thailand

	Wong, Hui and Chan (1992)
	1975-1988
	OLS and Kruskal-Wallis
	Positive Friday; overall DOTW effect due to settlement system

	Choudhry (2000)
	1990-1995
	OLS and GARCH(1,1)
	Positive Friday in OLS; negative Monday and Tuesday; positive Wednesday, Thursday, Friday in GARCH; higher volatility on Monday and Wednesday 

	Brooks and Persand (2001)
	1990-1996
	OLS w/ risk correction
	Positive Monday

	Kok and Wong (2004)
	1992-2002
	OLS and GARCH-M
	OLS: negative Monday, positive Friday before the Asian crisis and after it; negative Tuesday during the Asian crisis;
GARCH-M: negative Monday before crisis; negative Monday, positive Friday after the crisis; negative volatility on Friday before the crisis, negative volatility on Tuesday during the crisis

	Basher and Sadorsky (2006)
	1992-2003
	OLS w/ varying risk corrections
	Negative Monday

	Chukwuogor-Ndu and Feridun (2006)
	1998-2004
	OLS and Kruskal-Wallis
	Positive Friday at 10%; no overall DOTW effect

	Yalcin and Yycel (2006)
	1999-2005
	EGARCH-M
	Negative Monday; positive Wednesday and Friday at 10% significance; lower volatility on Thursday; higher on Wednesday at 10%


Table 1 (continued) Summary of the results from the relevant literature
	Country and authors
	Period
	Method
	Results

	UK

	Jaffe and Westerfield (1985)
	1950-1983
	OLS
	Negative Monday; positive Tuesday

	Condoyanni, O'Hanlon and Ward (1987)
	1969-1984
	OLS
	Negative Monday; positive Tuesday and Wednesday

	Agrawal and Tandon (1994)
	1963-1987
	OLS
	Negative Monday; positive Tuesday, Wednesday, Friday

	Arsad and Coutts (1997)
	1935-1994
	OLS
	Negative Monday, Tuesday; positive Wednesday, Friday; overall DOTW effect

	Steeley (2001)
	1991-1998
	OLS
	Not in returns

	Alt, Fortin and Weinberger (2002)
	1971-2001
	OLS w/ multiplicity effect corrections
	Negative Monday; overall DOTW effect

	Bayar and Kan (2002)
	1993-1998
	OLS
	Positive Wednesday, Tuesday (at 10% level)

	Draper and Paudyal (2002)
	1988-1997
	OLS w/ additional variables
	Negative Monday

	Kiymaz and Berument (2003)
	1988-2002
	OLS AR and GARCH-M(1,1)
	Negative Monday; negative volatility on Monday and Tuesday

	Chukwuogor-Ndu (2006)
	1997-2004
	OLS, Kruskal-Wallis and Levene
	Negative Monday; positive Friday; overall DOTW effect

	Savva, Osborn and Gill (2006)
	1993-2005
	PAR-PEGARCH
	Not in returns; positive volatility on Thursday; negative on Friday

	USA

	French (1980)
	1953-1977
	OLS
	Negative Monday; positive Friday 

	Gibson and Hess (1981)
	1962-1978
	OLS
	Negative Monday; positive Friday

	Lakonishok and Levi (1982)
	1962-1979
	OLS
	Negative Monday; positive Friday

	Keim and Stambaugh (1984)
	1928-1982
	OLS
	Negative Monday; positive Friday

	Rogalski (1984)
	1974-1984
	OLS
	Negative Monday; positive Friday

	Jaffe and Westerfield (1985)
	1962-1983
	OLS
	Negative Monday; positive Friday

	Condoyanni, O'Hanlon and Ward (1987)
	1969-1984
	OLS
	Negative Monday; overall DOTW effect

	Lakonishok and Smidt (1988)
	1897-1986
	OLS
	Negative Monday; positive Friday/Saturday

	Connolly (1989)
	1963-1983
	OLS w/ adjustments
	Negative Monday; no overall DOTW effect after robust F-test

	Chang, Pinegar, and Ravichandran (1993)
	1986-1992
	OLS with sample size and error term adjustments
	Negative Monday; no overall DOTW effect after either adjustment

	Kamara (1997)
	1962-1993
	OLS
	Negative Monday for small-cap stocks; not for large-cap ones after 1982

	Wang, Li, and Erickson (1997)
	1963-1993
	OLS
	Negative Monday concentrated in week 4 and 5

	Franses and Paap (2000)
	1980-1994
	PAR-PGARCH
	Positive Wednesday; lower volatility on Monday and Wednesday; higher on Friday; overall DOTW effects in returns and volatility


Table 1 (continued) Summary of the results from the relevant literature
	Country and authors
	Period
	Method
	Results

	USA

	Berument and Kiymaz (2001)
	1973-1997
	OLS; GARCH(1,1)
	Positive Tuesday, Wednesday and Friday; lower volatility on Wednesday; higher on Friday

	Alt, Fortin and Weinberger (2002)
	1971-2001
	OLS w/ multiplicity effect corrections
	Overall DOTW effect in the first sub-period, not later

	Bayar and Kan (2002)
	1993-1998
	OLS
	Positive Monday, Wednesday, Friday (latter at 10% level)

	Kiymaz and Berument (2003)
	1988-2002
	OLS AR and GARCH-M(1,1)
	GARCH: Negative Wednesday, Thursday and Friday; higher volatility on Wednesday and Friday; lower on the rest of the days


Table 2 Descriptive statistics of returns on all weekdays
	
	Aus
	Bra
	Ind
	Kor
	Nl
	Pol
	SAR
	Thai
	UK
	USA

	Mean
	0.008
	0.066
	0.042
	0.026
	-0.035
	0.022
	0.052
	0.007
	-0.017
	-0.018

	Median
	0.015
	0.002
	0.053
	0.041
	0.000
	0.000
	0.010
	0.000
	0.000
	0.000

	Max.
	5.628
	28.818
	7.969
	11.284
	10.028
	6.804
	6.834
	10.577
	9.384
	10.957

	Min.
	-8.704
	-12.096
	-13.054
	-12.805
	-9.590
	-8.468
	-7.897
	-16.063
	-9.266
	-9.470

	Std. Dev.
	1.005
	2.104
	1.713
	1.923
	1.603
	1.415
	1.312
	1.575
	1.311
	1.349

	Skewness
	-0.656
	0.830
	-0.520
	-0.422
	-0.081
	-0.278
	-0.198
	-0.343
	-0.147
	-0.133

	Kurtosis
	11.385
	18.990
	7.995
	6.931
	9.257
	6.029
	6.828
	12.204
	9.527
	11.303

	Jarque-Bera
	7983.49
(0.00)
	28643
(0.00)
	2885.33

(0.00)
	1791.78

(0.00)
	4342.50

(0.00)
	1050.90

(0.00)
	1641.29

(0.00)
	9440.60

(0.00)
	4731.39

(0.00)
	7649.00

(0.00)

	ADF test (t-stat)
	-53.65 (0.00)
	-50.91 (0.00)
	-48.75 (0.00)
	-50.19 (0.00)
	-24.97 (0.00)
	-48.85 (0.00)
	-48.13 (0.00)
	-33.05 (0.00)
	-24.29 (0.00)
	-40.74 (0.00)


Note: values in parentheses are p-values. The null hypothesis of the Jarque-Bera test is normality. The null hypothesis of the ADF test is a unit root.  “Max.” stands for the maximum value. “Min.” stands for the minimum value. “Std. Dev.” stands for standard deviation of the returns. Aus = Australia, Bra = Brazil, Ind = India, Kor = South Korea, Nl = the Netherlands, Pol = Poland, SAR = South African Republic, Thai = Thailand, UK = United Kingdom, USA = United States of America.
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� Relative short interest is short interest divided by the number of shares outstanding.


� The put volume ratio is calculated by dividing the put options volume by the respective stock volume.


� The examined indices for each market are the following: Australia - S&P/ASX 200, Brazil – Bovespa, India - S&P CNX Nifty (50), Korea - Korea SE Composite (KOSPI), the Netherlands – AEX, Poland – Warsaw General Index (WIG), South African Republic - FTSE/JSE All Share, Thailand – SET, UK – FTSE 100, USA – S&P 500 Composite.


� Australia, USA, the Netherlands, UK, South Africa, and South Korea


� Brazil, Poland, India and Thailand


� Jarque and Berra (1980)


� Ljung and Box (1978)


� Dickey and Fuller (1979)


� Taken from Vaihekoski (2007), “On the Calculation of the Risk Free Rate for Tests of Asset Pricing Models”.


� The intercept is excluded in order to avoid the dummy variable trap of perfect multicollinearity when all the possible dummy variables plus an intercept are included. See Brooks, C. (2008), Introductory Econometrics for Finance, p. 455-456.


� In this case it takes the values from 1 to 5 for the five weekdays.


� One dummy variable is excluded in order to avoid the dummy variable trap of perfect multicollinearity.


� See Andrews (1993) for details.


� Langrange Multiplier test for ARCH in the residuals, see Engle (1982).


� Brooks (2008), pp. 386-387.


� Studies which employ this are Frances and Paap (2000), Lucey (2000), Berument and Kiymaz (2001), Kiymaz and Berument (2003), Patev, Lyroudi and Kanaryan (2004), Kok and Wong (2004), Kenourgios, Samitas and Papathanasiou (2005), Apolinario, Santana, Sales, Caro (2006), Bubák and Žikeš (2006), Chia, Liew and Wafa (2006), Savva, Osborn and Gill (2006), Yalcin and Yycel (2006), Dicle and Hassan (2007), Chia, Liew and Wafa (2008) and Hogholm and Knif (2009) among others.


� Brooks (2008), p. 404.


� As originally specified by Engle, Lilien and Robins (1987). Some researchers include the standard deviation, others – the first lagged value of either the variance or standard deviation.


� See Schwarz (1978). 


� Lucey (2000), p. 639.


� See Theil (1966).


� With 15% “trimming” of the first and last observations. The F-statistic is the same for the Likelihood Ratio and Wald tests because the model is linear.
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