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Cees van Tienhoven
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III Abstract
During the last decade there has been a great convergence of global markets. Due to the great development of the digital infrastructure – in which the introduction of the internet plays a central role – we are able to communicate fast and easy with someone on the other side of the world. As Ang et al. (2008) state, due to this convergence in global markets, the need for global accounting standards to converge is evident. A convergence of global accounting standards could lead to more uniform and thus comparable financial statements, which is an important advantage to both issuers and users of financial statements. However, one of the items on which standard-setters still did not reach consensus, are the research and development (R&D) expenditures. In the different accounting standards there are still two common ways to recognize R&D expenditures. First, there is the method of conditional capitalizing. This method leads to an asset on the balance sheet which is amortized during its estimated lifespan. The second method is the immediate expensing of R&D expenditures as they occur, which leads to costs in the profit and loss account. In order to investigate which method is the most appropriate, in other words, which method leads to the most informative financial statements, there have been several studies on the value relevance of R&D expenditures. A value relevance study is an example of market-based accounting research and aims at the empirical association of (capital) market values and accounting numbers.

As int.al. Healy et al. (2002) states, the ability of management to communicate the success of its R&D projects and their possible future benefits via the conditional capitalizing method, is especially important for firms in an industry that heavily rely on their R&D activities in terms of e.g. sales and profitability. Since companies in the technology sector both spend a lot of money on research and development and heavily rely on their R&D activities, it is interesting to investigate whether R&D expenditures in this sector are value relevant. And, from an accounting point of view, which method of recognizing R&D expenditures seems to be the most value relevant to the users of financial statements.
Problem statement

To investigate this issue, I developed the following problem statement:

“Is there a significant difference in value relevance of R&D expenditures between countries with standards which require full expensing and countries with standards which permit conditional capitalizing in the technology sector?”

Research approach

To provide an answer to the problem statement I first discussed the relevant concepts with respect to my research. After that, I performed an extensive literature review on prior empirical research. These to parts form the theoretical background of my research. Finally, I performed my own value relevance study and analyzed the results.

Most important findings from prior literature

‘Value relevance studies’

Value relevance studies are about the association of accounting numbers with (changes) in market values. The relation that plays a central role in value relevance studies is the earnings-returns relation. According to results of Collins et al. (1997), Francis and Schipper (1999), and Ely and Waymire (1999) the relation between earnings and stock returns/prices has declined over the last decades. In contrast to that, the relation between book values and stock returns/prices seems to have increased over time. To perform a value relevance study Ota (2001) discusses two common models: (1) the returns model, and (2) the price model:
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(Returns model)

‘R&D expenditures’
Firstly, R&D expenditures can be either capitalized and amortized on the balance sheet, or expensed via the profit and loss account.

Secondly, capitalization of certain R&D expenditures has one important advantage compared to full expensing: it allows managers to use their ‘insider information’ to determine whether certain developments lead to future economic benefits. By allowing managers to do so, investors get more specific information on R&D expenditures. However, supporters of the conservative full expensing rule, use this advantage also as a disadvantage. Namely, assumptions made by managers are based on uncertain events and moreover, managers could act in their own interest. Despite this, empirical research clearly indicates that managerial discretion leads to more value relevant information on R&D expenditures.

Thirdly, empirical literature on the value relevance of total R&D expenditures generally reports a significant, positive association with stock returns and/or prices. I also found a general trend in the results of the empirical literature that compares the value relevance of capitalized and expensed R&D expenditures. Namely, in general, capitalizing R&D expenditures is seen as more value relevant to users of financial statements.

Research design

Hypotheses

To provide an answer to the problem statement, I developed the following hypotheses:

1. “There is a significant declining and increasing association of, respectively, earnings and book values of common equity with returns and share prices in the technology sector”

2. “R&D expenditures have a significant and positive association with returns and share prices in the technology sector”

3. “R&D expenditures in the technology sector consistent with the conditional capitalizing recognition method have a more significant and positive association with stock prices and returns than R&D expenditures in the technology sector consistent with the expensing recognition method”

To test these hypotheses I used both the (Price model) and the (Returns model).

Sample and data

For my sample I selected companies on two criteria:

1. Companies are active and companies’ shares are publicly traded.

2. Data for those companies are available with respect to the two models’ variables.

I collected the data items from the Thompson One Banker database. After these two criteria, 831 companies remain in the sample for the research period from the years 2000 up and including 2007. 309 companies for which conditional capitalizing is allowed and 522 companies for which expensing is obliged.

Most important findings from my empirical research

Analyzing the results did indicate a difference in value relevance of R&D expenditures between countries with standards that require full expensing and countries with standards that permit conditional capitalizing in the technology sector. Namely, my results support the general trend in prior empirical research on this subject, saying that capitalizing of R&D expenditures is more value relevant than fully expensing. The reason for this is that it gives the management of companies the possibility to communicate more information, like the probable future economic benefits and success in R&D projects; resulting in a better match of R&D costs and benefits. This results in financial statements with more value relevant information to investors.

So, on the basis of prior research and this research it is clear in what direction the step towards the convergence of international accounting standards with respect to R&D expenditures has to be taken. However, in the journey to complete convergence of international accounting standards, there are a lot more steps that have to be taken.

1 Introduction

D

uring the last decade there has been a great convergence of global markets. Due to the great development of the digital infrastructure – in which the introduction of the internet plays a central role – we are able to communicate fast and easy with someone on the other side of the world. As Ang et al. (2008) state, due to this convergence in global markets, the need for global accounting standards to converge is evident. A convergence of global accounting standards could lead to more uniform and thus comparable financial statements, which is an important advantage to both issuers and users of financial statements. However, as Schipper (2005) states, there are some implications with respect to the convergence of different accounting standards. She names the demand for implementation guidance and the effects of jurisdictional differences on accounting enforcement.

Despite these implications, uniformity among accounting standards is still a major goal of standard-setters. However, one of the items on which standard-setters still did not reach consensus, are the research and development (R&D) expenditures. In the different accounting standards there are still two common ways to recognize R&D expenditures. First, there is the method of conditional capitalizing. This method leads to an asset on the balance sheet which is amortized during its estimated lifespan. The second method is the immediate expensing of R&D expenditures as they occur, which leads to costs in the profit and loss account. Lev et al. (2005) state that the conservatism principle is often used as a justification for the immediate expensing of R&D expenditures.

In order to investigate which method is the most appropriate, in other words, which method leads to the most informative financial statements, there have been several studies on the value relevance of R&D expenditures. A value relevance study is an example of market-based accounting research and aims at the empirical association of (capital) market values and accounting numbers.

Several prior studies indicate that there is a significant difference between the value relevance of R&D expenditures which are either conditionally capitalized and amortized or fully expensed (e.g. Lev and Sougiannis (2006)). This is explained by Zhao (2002, 156). From an accounting point of view, conditional capitalizing and amortizing results in a better match of future revenues with expenses. One condition for this is that “the technical feasibility and commercial viability of the new product or service under development can be determined” (Zhao 2002, 156). Due to the lack of a direct relation between future economic benefits and R&D expenditures with the full expense method, full expensing of R&D expenditures does avoid possible problems with respect to overstatement of assets and auditing liabilities (Zhao, 2002, 156). However, as Zhao (2002, 156) states, fully expensing R&D expenditures leads to “an overstatement of expenses and an understatement of profit and assets.” These over- and understatement result in an affection of (1) the information content of R&D expenditures and (2) the relevance and reliability of accounting earnings and book value of common equity (Zhao 2002, 156).

As int.al. Healy et al. (2002) states, the ability of management to communicate the success of its R&D projects and their possible future benefits via the conditional capitalizing method, is especially important for firms in an industry that heavily rely on their R&D activities in terms of e.g. sales and profitability. Because of that, Healy et al. (2002) performed a value relevance study on the R&D expenditures in the pharmaceutical industry. Another example of a relatively R&D-intensive industry is the technology sector which includes IT services, semiconductor manufacturing, telecommunications, software, biotechnology, and scientific research. A well-known firm is the semiconductor manufacturer Intel Corporation. The technology in this sector is developing at a fast rate. So to keep up with this development of technology or to stay the most innovative in the industry, firms like Intel Corporation have to spend relatively a lot of money on R&D activities (First Research 2009).

1.1 Problem statement
Since companies in the technology sector both spend a lot of money on research and development and heavily rely on their R&D activities, it is interesting to investigate whether R&D expenditures in this sector are value relevant. And, from an accounting point of view, which method of recognizing R&D expenditures seems to be the most value relevant to the users of financial statements. To investigate this issue, I developed the following problem statement:

“Is there a significant difference in value relevance of R&D expenditures between countries with standards which require full expensing and countries with standards which permit conditional capitalizing in the technology sector?”

1.2 Objective
The objective of this research is in line with the problem statement; to provide insight on the possible difference in value relevance of R&D expenditures of firms in the technology sector, which could be explained by the difference in accounting standards with respect to recognizing R&D outlays.

1.3 Research approach
In order to realize the objective of this research it is first necessary to discuss the relevant concepts of my research. In doing so, I have a clear overview of what I am going to investigate and how I need to investigate this. After that it is necessary to perform an extensive literature review on prior empirical research related to this subject. Finally, it is necessary to perform an empirical investigation in the form of a value relevance study with respect to the R&D expenditures in the technology sector. As I indicated before, a value relevance study aims at the empirical relation between capital market values and accounting numbers. The literature review leads to a clear view on the theoretical background of this research and its methodology. Also a clear overview and the cohesion of prior research conclusions are a result of the literature review. These three steps enable me to perform a value relevance study and analyze the results.

1.4 Research questions
In order to provide an answer to the central problem statement and meet the objective of this research, a few research questions can be formulated. These can be divided in (1) questions related to the theoretical background and prior empirical studies, and (2) questions with respect to this empirical research.

1. What is a value relevance study?

In order to perform a value relevance study it is necessary to know what a ‘value relevance study’ is. To provide an answer to this question I describe a definition of the term value relevance study; discuss what types of value relevant studies exist; and what models are used to perform a value relevance study. Sub-questions to this first research question are:

· What are the characteristics of market-based accounting research?

· What types of value relevance studies are there?

· Which model(s) are used to perform a value relevance study?

· How does a value relevance study relate to standard-setting?

2. What is research and development?

Before I investigate the value relevance of R&D expenditures I discuss the term ‘research and development’. As I mentioned before, there is still no consensus on the way R&D expenditures have to be recognized, so additional questions to this second research question are:

· Which methods exist to recognize R&D expenditures?

· What are the advantages and disadvantages of each recognition method and how can these be explained?

· What are the results of prior research with respect to the value relevance of R&D expenditures?

3. What is the technology sector?

To complete the theoretical background it is important to know more about the research population. Relevant additional questions are:

· How is the technology sector defined?

· Of which subsectors does the technology sector consist?

· In which countries are companies from the technology sector active?

· What do standards in those countries prescribe with respect to R&D?

4. Do results indicate that there is a significant difference in value relevance of R&D expenditures between countries with standards which require full expensing and countries with standards which permit conditional capitalizing in the technology sector?

By answering this question I give an answer to my central problem statement. However, I did not totally meet my objective after answering this question; to provide insight on this possible difference. In other words, to give possible explanations for this possible difference. So, additional questions to the third research question are:

· Which international factors can explain the possible difference in value relevance of R&D expenditures in the technology sector?

· Which other factors can explain the possible difference in value relevance of R&D expenditures in the technology sector?

The remainder of my thesis is structured as follows. I discuss the concepts value relevance and earnings-returns relation, including prior empirical literature on earnings-returns relation in chapter 2. After that, I discuss in chapter 3 the value relevance of R&D expenditures. In this chapter I elaborate some more on the two methods of recognizing R&D expenditures and discuss the prior empirical literature on the value relevance of R&D outlays. These chapters form the theoretical background of my research and provide an answer to the first two research questions. In chapter 4 I elaborate on my research design. In this chapter I discuss the sample selection, data collection, the used research model, and the hypotheses. In chapter 5 I present the statistical results of my research. I analyze these results on the basis of my theoretical background in chapter 6. Chapter 6 also incorporates a section with the final conclusion, providing an answer to the problem statement.

2 Value relevance and the earnings-returns relation

H

olthausen and Watts (2001, 4) mention that there have been various empirical studies that investigate the empirical relation between (changes in) stock market values and certain accounting numbers (e.g., R&D expenditures) over the last decades. Holthausen and Watts (2001, 4) indicate that these studies had the purpose “of assessing or providing a basis of assessing those numbers’ use or proposed use in an accounting standard.” These are the so-called value relevance studies.

In this first chapter I focus on value relevance studies in general. First I discuss a definition and several types of value relevance studies. After that I discuss the two models to perform a value relevance study. Followed by the underlying theories of value relevance studies with respect to standard setting. Next, I explain the importance of the earnings-returns relation in value relevance studies, as discussed by Lev (1989). And finally, I discuss several empirical studies with respect to the earnings-returns relation.

2.1 Value relevance studies

Ota (2001, 2) gives the following description of value relevance studies:

“Value relevance studies investigate the empirical relation between stock market values (or changes in values) and various accounting numbers for the purpose of assessing those numbers’ usefulness in equity valuation.”

This is a very general description, but it does encompass the central problem discussed in a value relevance study. However, in the next sections I materialize the concept ‘value relevance studies’.

2.1.1 Types

To show that there is not a single type, but that there are several types of value relevance studies, I discuss the classification of these studies in three categories from Holthausen and Watts (2001) and Lambert (1996). However, this fencing off of the several types of value relevance studies may not be that simple in reality. As Holthausen and Watts (2001, 5) indicate, there are some papers in the empirical literature that do not fall into one category of value relevance studies.

The first category of value relevance studies is the relative association studies. These studies “compare the association between stock market values (or changes in values) and alternative bottom-line measures” (Holthausen and Watts 2001, 5). To illustrate this, Holthausen and Watts (2001, 5) give the following example. In a relative association study researchers might compare the relationship between both an earnings number, calculated under a proposed standard and an earnings number, calculated under existing GAAP (Generally Accepted Accounting Principles) with capital market values. This is usually done by comparing the R-square (R2) of both regressions. The, in this example, earnings number with the greater R2 is described as being more value relevant.

The second category of value relevance studies is the incremental association studies. These studies “investigate whether the accounting number of interest is helpful in explaining value or returns (over long windows) given other specified variables” (Holthausen and Watts 2001, 6). In these studies the accounting number of interest (e.g., R&D expenditures) is described as value relevant when the corresponding regression coefficient differs significantly from zero. Both categories discussed above are so-called association studies. Obviously, both categories examine the association of accounting numbers and stock market values. The main difference, however, is that the relative association study compares alternative accounting numbers (e.g., the same numbers under different accounting standards) and the incremental association study examines individual financial statement components. In my research I combine these two types of studies. Namely, by examining an individual financial statement component — R&D expenditures — and comparing this component recognized under standards that oblige expensing and standards that allow conditional capitalizing of these expenditures. I elaborate more on this in the following chapters. Holthausen and Watts (2001, 6) add that these two categories are the most used in value relevance research.

The last type of value relevance studies is the marginal information content study. These studies “investigate whether a particular accounting number adds to the information set available to investors” (Holthausen and Watts 2001, 6). With the use of event studies, researchers investigate in this type of value relevance study whether the release of an accounting number is associated with stock market value changes. In contrast with the first two types of association studies, this type of study is typically performed within a short window (time interval).

2.1.2 Models

Ota (2001, 2) states that there are two commonly used models to perform a value relevance study. These are the returns model and the price model. The returns model examines the association of earnings and earnings changes with stock returns; the price model examines the association of earnings and book values with stock prices. These two models are both derivatives of the same linear information model developed by Ohlson (1995). However, as Ota (2001, 2) states, these two models do not always provide researchers with consistent results.

In a statistical language, the two models look like this:
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Where,
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The most common limitation of the price model, according to Ota (2001), is the so-called ‘scale effects’. Ota (2001, 3) gives a simple explanation of these scale effects. Namely, the lack to adequately control for the differences in size among firms. Though, as simple the explanation is, as difficult the solution seems to be. As Ota (2001, 11) states, accounting researchers do not agree on the definition of the term ‘scale’. Some researchers argue that is it is not possible to observe scale, and that it depends on the used research model and the context of the performed research. However, there are researchers with a clear opinion on which measure of scale to use. Ota (2001, 11) states that Easton (1998) and Easton and Sommers (2000) prefer to use the market value of equity (also called ‘market capitalization’) as the measure of scale. Although they do think it is plausible to use accounting data (e.g., net sales, total assets) as proxies for scale, Easton (1998) and Easton and Sommers (2000) implicitly state this measure is inferior to the use of market value of equity.

The returns model has two common limitations: the ‘accounting recognition lag’ and ‘transitory earnings’. I discuss these two problems in more detail in the section ‘Earnings-return relation: empirical research’.

2.1.3 Standard-setting

There are two relations between standard-setting (bodies) and value relevance research. The first relation is that different accounting standards could influence the value relevance of certain accounting numbers. I discuss this relation in the section ‘Earnings-return relation: empirical research’ and it is a major part of my research presented in the following chapters.

However, it also works the other way around. Namely, Ota (2001, 2) also discusses that the primary objective of prior value relevance studies was to provide insight for standard setting.

Holthausen and Watts (2001, 11) identify two general theories underlying value relevance studies for standard setting; the ‘direct valuation’ theory and the ‘inputs-to-equity valuation’ theory. In the ‘direct valuation’ theory the associations of accounting earnings and book value of equity with stock returns (or prices) play a central role. This theory suggests that standard setters are interested in the results of a study that examines these associations. However, in the ‘inputs-to-equity valuation’ theory does not confirm this interest. This theory includes investors’ perspectives. The ‘inputs-to-equity valuation’ theory suggests that studies confirming the use of an accounting number by investors to value a firm’s equity are of interest to standard setters. Holthausen and Watts (2001, 12) state that value relevance studies relying on this theory, in general, perform the incremental association study discussed above. As I perform both a relative and incremental association study, both of these theories play a role in my research.

2.1.4 International factors

As I mentioned before, I focus on the technology sector in my research. This sector encompasses a limited amount of countries, but is still widespread over the world. Although companies are widespread over the world, they do operate in the same sector, and are thus interrelated. When performing a research on a population that contains different countries, it is necessary to identify country-specific factors. Namely, these country-specific factors could have an influence on the results of my research and I have to take them into consideration when I accomplish my analysis, which is discussed in chapter seven. Also, as Ali and Hwang (2000) indicate, these international differences could make it difficult to converge international accounting standards.

In this chapter I discuss these country-specific factors in relation to the value relevance of accounting data and connect them with my research population.

Ali and Hwang (2000) specifically investigated whether and which country-specific factors are related to financial reporting and the value relevance of accounting data. They consider five factors. The first factor they discuss is the type of financial system in a country. Ali and Hwang (2000) distinct two types of financial systems, a bank-oriented system and a market-oriented system. Companies in a country with a bank-oriented system have close relations with their banks. In practice this means that banks are the main suppliers of capital to those companies and thus have relatively a lot of long-term debt. It also means that banks have direct access to firms’ information. This in contrast with a market-oriented system, where companies attract their capital from a diverse group of investors, that does not have direct access to company information. Due to the fact that these investors do not have direct access to companies’ information, they heavily rely on financial accounting information. According to Ali and Hwang (2000) investors rely on this information in order to valuate their securities, but it also enables them to monitor a firm’s management. For this reasons Ali and Hwang (2000) argue financial accounting information of companies in a country with a market-oriented financial system to be more value relevant in comparison to a country with a bank-oriented financial system. This is in line with research of Mueller et al. (1994). To determine what financial system generally is in use in a certain country or region Ali and Hwang (2000) discuss the measure debt-asset ratio. In a bank-oriented system a bank is less restricted by regulations which, according to Ali and Hwang (2000), enables bank to control firms more effectively and thus extend more credit than within a market-oriented financial system. A higher debt-asset ratio thus indicates a bank-oriented financial system.

The second factor discussed by Ali and Hwang (2000) is the type of standard-setting bodies involved in the standard-setting process within a region. They identify two possibilities. In the first situation there are no private-sector bodies involved in the process. This means that the standard-setting process is in hands of the government. According to Ali and Hwang (2000) there is generally a big difference in the primary purpose of accounting standard setting by the private or public sector. They state that governments tend to design rules that satisfy their own needs, like computing income taxes or compliance with national government policies. In contrast, the objective of private bodies in the standard setting process is to integrate new ideas about accounting in the existing standards. In that way the financial accounting practices are less likely to be influenced by regulatory requirement and are more likely to serve the needs of investors or other providers of capital. Thus, in the second situation – where standard setting is primarily in the hands of private bodies – Ali and Hwang (2000) argue that for that reason financial statements are likely to be more value relevant in this situation. This second factor is supported by research of Choi and Mueller (1992).
Consistent with research of Mueller et al. (1992), the third factor discussed by Ali and Hwang (2000) is the type of accounting model in a country or region. They identify generally four clusters: the British-American, Continental, South American, and Mixed Economy model. However, in their research only countries are incorporated that belong to the either the British-American or the Continental model. They state that in general the British-American cluster provides more value relevant financial accounting information. The reason for this is that the accounting practices in countries within this cluster are the most oriented on the needs for decision making by investors and creditors.

Ali and Hwang (2000) do point out that by using the classification of countries into these four big clusters, differences in accounting measurements across the different countries are aggregated. Therefore they separately examine the tax rules, since these rules are found to especially influence financial accounting measurement. They discuss two reasons that indicate that financial reports are less value relevant in countries where conformity with tax regulation is high. First of all, the main objective of tax regulation lies not in satisfying the needs of creditors and investors’ decision-making. As Ali and Hwang (2000) state, tax regulation is mainly concerned with political, social, and economical objectives, like e.g., controlling inflation or redistributing wealth. Secondly, due to conformity between financial and tax accounting managements of companies are provided with incentives to reduce taxes by, for example, systematically reporting lower profits. In doing so, financial statements’ value relevance is negatively affected. This fourth factor is also supported by Choi and Mueller (1992) and Joos and Lang (1994).
The fifth and final factor Ali and Hwang (2000) discuss is the amount spent on the services of an external auditor. They use this spending as an indication for both the importance of external accounting and the extent of demand for it. As demand and importance rise Ali and Hwang (2000) state that the value relevance of financial statements should also rise. So, a greater amount spent on external auditors’ services is associated with a higher value relevance.

According to Ali and Hwang (2000), Mueller et al. (1992), and Choi and Mueller (1992) these are the most important international factors to consider with respect to a value relevance study.
2.2 Importance of the usefulness of earnings

In the previous section I already discussed the standard setters’ interest in the associations of earnings and book values of equity with stock returns under the ‘direct valuation’ theory. Since this relation is the basis for the two models used in my research, I briefly point out the importance of the usefulness of earnings. Namely, Lev (1989) confirms this importance and adds that results of studies examining the earnings-returns relation are not only of interest to standard setters, but also to users of financial information, accounting researchers, and practitioners. Moreover, ‘bottom-line’ earnings “are widely believed to be the premier information item provided in financial statements” (Lev 1989, 155). And therefore (expected) earnings are an explanatory variable in both theoretical and practical equity valuation models. However, the association of earnings with stock returns is modest and has declined over the last decades (see e.g., Collins et al. 1997). As I discussed in the section ‘Value relevance studies’, this can both be explained by capital market inefficiencies (i.e., the accounting recognition lag) and ‘noises’ in reported earnings. I continue on these implications in the following section.

2.3 Earnings-return relation: empirical research

I already mentioned the decline in the association of earnings with stock returns in the previous section. Prior research of Collins et al. (1997) shows this decline over a period of forty years. First of all they state that the financial statements, based on historical costs, as a whole have lost their value relevance. And that, in accordance to this, the value relevance of earnings has declined. There are several factors that could explain this finding. Basu (1997) finds that conservatism in accounting plays an important role in the declining value relevance of earnings. Due to conservatism, bad news is faster incorporated in earnings in comparison to good news, which makes decreased earnings or losses more transitory than increased earnings. Collins et al. (1997, 44) add that “there has been an increase in the measured degree of conservatism.” Moreover, Hayn (1995) finds that the earnings response coefficients (ERCs) for companies reporting declining or negative earnings are smaller than the ERCs for companies reporting increasing or positive earnings. Combining the above three findings suggests a decrease in the value relevance of earnings.

According to the findings discussed above, firm size could have an indirect influence on the value relevance of earnings. Namely, Hayn (1995) also states it is more likely that relative small firms report losses than relative large firms. Collins et al. (1997, 44) give one potential explanation for this finding: “… larger firms are better diversified and, therefore, are better able to shield themselves from losses when there are downturns in the economy.” However, as Collins et al. (1997) rightly mention, this does not necessarily mean the value relevance of earnings changes over time; only if there are “systematic changes in the proportion of smaller firms represented in the sample” (Collins et al. 1997, 44).

Another, though interacting, explanation for the decrease in earnings’ value relevance is given by Ryan and Zarowin (2003). Next to the asymmetric treatment of good and bad news, they state that there is a time lag between the reflection of news by earnings and stock prices. The results of Ryan and Zarowin (2003, 551) indicate that these time lags and asymmetry are primarily the result of accounting reasons, instead of economic reasons. With regard to these accounting reasons Lev (1989) states that a lot of accounting measurement and valuation techniques are arbitrary to some extent. He also mentions the possibility of managers performing earnings management. Francis and Schipper (1999, 325) add that the emphasis of accounting standards on objectivity and verifiability also contributes to the lack of timeliness. They state that these two standards’ objectives both do not stimulate early recognition of future economic benefits.

The opposite seems to be true for the value relevance of book values. Collins et al. (1997, 40) state that, based on their results, the value relevance of the accounting numbers earnings and book values seem to move inversely and find that the value relevance of book values has increased over the past forty years. They provide two explanations for this finding: “(1) book values serve as a better proxy for future earnings when current earnings contain large transitory components, and (2) book values serve as a proxy for the firm’s abandonment option ” (Collins et al. 2001, 40). Consistent with the results of Collins et al. (1997), Francis and Schipper’s(1999) results also indicate a decline in the value relevance of earnings and an increase in the value relevance of book values.

Ely and Waymire (1999) also focused on the association of earnings and book values with stock returns. However, they took a quite different approach. Ely and Waymire (1999) incorporated three major events with respect to U.S. standard-setting; the empowerment of the Committee on Accounting Procedure (CAP) in 1939, and two subsequent reorganizations in 1959 and 1973 leading to the establishment of respectively the Accounting Principles Board (APB) and the Financial Accounting Standards Board (FASB). In general, the results of this study are consistent with the results of Collins et al. (1997), and Francis and Schipper (1999). Ely and Waymire (1999, 314) also found an increase in the combined value relevance of earnings and book values, and the individual value relevance of the book values. They had the same expectations for the value relevance of earnings following the establishment of the CAP and the two reorganizations. Hence, the objective of each reorganization was an improvement on the existing standard setting bodies (Ely and Waymire 1999, 295). However, Ely and Waymire (1999, 314) found only weak support for this expectation. They explain this by discussing some ‘obstructions’ to enhance relevance of financial statements information. The first two have to do with standard-setters’ capability and behavior. First of all, Ely and Waymire (1999, 295) discuss that information is a rather complex issue, as a result of which standard-setters may not reach consensus on the most relevance enhancing method. As I discuss in the next chapters, there is also still no single, uniform method for recognizing R&D expenditures. The second impediment Ely and Waymire (1999, 295) mention is the political process that is concerned with standard setting. In such a process, standard-setters have to deal with multiple constituencies, which may lead to a trade-off between relevance and conflicting interests. And finally, there might be changes in the economic environment, which are beyond the control of the standard-setters.

2.4 Conclusions

Value relevance studies are about the association of accounting numbers with (changes) in market values. The relation that plays a central role in value relevance studies is the earnings-returns relation. According to results of Collins et al. (1997), Francis and Schipper (1999), and Ely and Waymire (1999) the relation between earnings and stock returns/prices has declined over the last decades. In contrast to that, the relation between book values and stock returns/prices seems to have increased over time.

Holthausen and Watts (2001) and Lambert (1996) classified three kinds of value relevance studies: (1) relative association studies, (2) incremental association studies, and (3) marginal information content studies. To perform a value relevance study Ota (2001) discusses two common models: (1) the returns model, and (2) the price model. Both have their own limitations.

According to Ota (2001) the main objective of value relevance literature is to provide insight on standard setting. This is explained by two underlying theories, as discussed by Holthausen and Watts (2001): (1) the ‘direct valuation’ theory, and (2) the ‘inputs-to-equity valuation’ theory.

That standard setting also has an influence on the value relevance of accounting numbers becomes clear in the next chapter, in which I discuss value relevance with respect to R&D expenditures.
3 Research and development expenditures

I

n the previous chapter I discussed the so-called ‘incremental association’ study. Holthausen and Watts (2001) explained that in such a study the value relevance of an accounting number of interest is investigated. I also discussed that according to Ota (2001) the primary objective of value relevance literature is to provide insight for standard-setters.

There are several studies that investigated the value relevance of intangible assets, especially R&D expenditures. According to several previous studies [e.g., Healy et al. (2002)], the value relevance of this accounting number is especially interesting to investigate for industries where keeping up with relatively fast technological changes is essential to either stay in business or to keep a leading position. But what makes this accounting number more interesting, specifically from an accounting and standard-setting point of view, is that there is still no single, uniform method for recognizing R&D expenditures in different accounting standards. And although the biggest part of the prior literature seems to prefer conditional capitalization of R&D expenditures, there is no entire consensus among researchers on this matter.

In the remainder of this chapter I focus on R&D expenditures. First I elaborate some more on the two common methods to recognize R&D expenditures. After that I discuss the prior empirical literature. In that last section I first discuss some studies that investigated the value relevance of R&D expenditures without the distinction between the two methods. However, the main focus lies on the literature that investigates the possible differences in value relevance of R&D expenditures due to the two different accounting methods.
3.1 Conditional capitalization versus expense-only
As I briefly mentioned before, there are two common ways to recognize R&D expenditures. The first method is capitalizing and amortizing, which results in an intangible asset on the balance sheet. The second method is expensing as incurred, via the profit and loss account
. As Lev et al. (2005, 981) discuss, R&D investments often incorporate a questionable and uncertain procedure to estimate the substantial future economic benefits. And that is why the Financial Accounting Standards Board (FASB) justifies the expense-only method with the conservatism principle. The Association for Investment Management and Research (AIMR) goes even further by stating that future economic benefits are so little related to incurred costs that neither capitalization nor expensing is relevant for the investment decisions of investors. However, as I discuss in the next section, this statement is not supported by the results of prior value relevance research on R&D expenditures.

Kothari et al. (2002, 356) state that the standard setting process with respect to R&D is a trade-off between relevance and the uncertainty of future economic benefits. This means a trade-off between equity investors’ demand for value relevant information and contracting parties’ (e.g, debt holders) demand for reliable information with respect to future economic benefits. That is why they perform an empirical study “to provide direct evidence on the relative degree of uncertainty of future earnings attributable to current R&D investments” (Kothari et al. 2002, 356). They compare this with the degree of uncertainty of capital investments. Results show that R&D investments indeed have statistically significant more uncertain future economic benefits. However, as I mentioned before, in the remainder of my thesis I focus on the relevance part of the trade-off for standard setters; starting with the prior empirical literature on the value relevance of R&D expenditures in the following section.

3.2 Value relevance of R&D expenditures: empirical research
The empirical literature can roughly be divided in two parts. Although both parts examine the value relevance of R&D expenditures, there is an important difference, especially from an accounting point of view. The first part of the literature I discuss, investigates the value relevance of R&D expenditures without examining the possible differences in value relevance due to the accounting recognition method. The second part of the literature does examine those possible differences and thus, might provide standard setters with an insight on the trade-off between expensing or capitalizing of R&D expenditures.

3.2.1 No distinction in accounting recognition method
As in the discussion on capitalization versus expense-only, results of studies that do not incorporate this distinction also do not provide consistent results on the value relevance of R&D expenditures. To start of, Chan et al. (2001) did not find a direct link between the spending on research and development and (future) stock returns of American companies listed on the New York Stock Exchange (NYSE), the American Stock Exchange (AMEX)
 and the National Association of Securities Dealers Automated Quotations (NASDAQ). Performances of R&D-stock on one site and non-R&D-stock on the other side during the period 1975 to 1995 do not show significant differences. These results indicate that the users of the financial statements do not incorporate the accounting information with respect to R&D in their (equity) valuation models and thus, do not consider R&D expenditures as value relevant.

The possible explanation Chan et al. (2001) give for these results is the short time horizon of investors. They indicate that due to these short time horizons, investors are unable to recognize the possible long-term returns that are associated with R&D expenditures. As a consequence stocks of companies that spend a lot on research and development seem to be undervalued by the capital market. Chan et al. (2001), however, do find a positive relation between the volatility of stock returns and the amount spent on R&D. Chan et al. (1990) add that this association especially holds for companies in a R&D-intensive sector. They performed an event study on the announcements of planned increases in R&D spending by American companies during the period 1979 to 1985. For high-technology firms, this leads to significant positive reactions of share prices, indicating these announcements provide “new” information.

Based on the association of R&D outlays and volatility of stock returns Chan et al. (2001) conclude — in accordance with Chan et al. (1990) — that there seems to be a lack of information in financial statements with respect to the R&D activities of the investigated companies. One solution Chan et al. (2001) propose, is more detailed disclosure, that provides extra information on the topic. A side note on such disclosures made by Chan et al. (1990), however, is that managers might only disclose such information if they expect shares to react positively to the new information. Secondly, since this study is performed on American companies that report under U.S. GAAP, another, though not a totally different, explanation could be the recognition method prescribed by the FASB in the Statement of Financial Accounting Standards (SFAS) No. 2. This statement only allows companies to expense R&D expenditures as incurred. As I discuss extensively in the next section of this chapter, by recognizing the part of the R&D expenditures that are in a clear developing stage and will be either used or sold as an asset, investors are generally better informed about future economic benefits, thus, making the information more value relevant.

Another standard setting body that requires expensing of R&D expenditures as incurred is the Accounting Standards Board of Japan (ASBJ). To complement the research performed in the U.S., Xu and Zhang (2004) investigate the association of research and development expenditures and stock returns for Japanese firms. There is only a small difference in their research method in comparison to that of Chan et al. (2001). Namely, Xu and Zhang (2004) do not examine the contemporaneous relation between stock returns and R&D expenditures, but examine the relation between the R&D activities in every year with stock returns from the next year. All firms are listed on the Tokyo Stock Exchange (TSE) and are examined during the period 1985 to 2000. Consistent with the results of Chan et al. (2001), Xu and Zhang’s (2004) results also indicate a weak association between R&D outlays and returns on shares. Also, they find that, in general, this is a positive relation. In contrast to the results of Chan et al. (2001), they do not find a difference in value relevance of R&D expenditures among high-technology and low technology industries.

Like the previous discussed studies, Green et al. (1996) also examine the association of R&D expenditures and share prices. Green et al. (1996) focused on companies in the U.K. Just like the U.S., the U.K. also is a common law country.
 However, under U.K. GAAP developed by the Accounting Standards Board (ASB), companies are allowed to capitalize development expenditures when certain conditions are met. Because of this it is interesting to compare research on companies in the U.S. and in the U.K.

Green et al. (1996) perform three separate regression analysis for the year 1990, 1991, and 1992 and a pooled regression. Results of their study indicate that there is a significant positive association between stock returns and research and development expenditures. This is in contrast with the results of Chan et al. (2001).

However, it is not wise to jump to early conclusions on conditional capitalizing being more value relevant based on only these results. Namely, there are studies on market valuation of research and development expenditures in the U.S. that provide different results.

First of all, the study of Mark Hirschey (1982). He examines firms from the ‘Fortune 500’
 of 1977, since he would like to incorporate both firms with a relatively high and relatively low R&D-intensity. However, in his results, he does not make a distinction between these two categories. His final sample consists data of 390 firms, which he examines for the year 1972. With the use of the price model — as discussed in section 2.1.2 — his results indicate a significant and positive effect on the market value of the firms.

Hirschey and Spencer (1992) investigate the relation between share prices and a few fundamental factors over a period of sixteen years, from 1975 to 1990. One of those fundamental factors is R&D expenditures. In their research they incorporate all listed American companies and find that “the relevance of R&D to market valuation (…) is clearly apparent” (Hirschey and Spencer 1992, 93). In addition to the study of Hirschey (1982), they make a distinction between the effect for relatively small and large sized firms. They add that their results indicate a clear difference among relatively large and small sized firms. R&D expenditures from small sized firms seem to get a greater market valuation than R&D expenditures from large sized firms. Hirschey and Spencer (1992) give two possible explanations for this finding. First they state that especially for small firms the risk-reducing benefits of patents are important. Another explanation could be that small firms, when spending on research and development, have more growth opportunities. These growth opportunities then get a relatively higher market valuation.

Results of Chauvin and Hirschey (1993), however, indicate that small firms do have to target their R&D expenditures with quite a precision in order to be highly profitable. They find that, in general, relatively large firms seem to exploit R&D expenditures more effectively. Besides this partly contradicting result, there is also an important similarity with the research of Hirschey and Spencer (1992). By investigating all listed and active firms in the COMPUSTAT database for the three-year period 1988 to 1990, Chauvin and Hirschey (1993, 128) find that “R&D expenditures have large, positive and consistent influence on the market value of the firm”.

Also the results of the study of Hall (1993) generally indicate a positive and significant valuation by the capital market of R&D expenditures. This study is performed for the period 1973 to 1991 for all publicly traded companies in the COMPUSTAT database. She adds that results also indicate that the market puts a higher value on recent spending on research and development than on R&D expenditures in the past.

The results of the three studies above are again supported by the results of the study of Sougiannis (1994). By investigating data of companies listed on the NYSE and AMEX from the COMPUSTAT database for the period 1975 to 1985, Sougiannis (1994, 63) states that his results clearly indicate that the capital market substantially rewards R&D expenditures. Though, he adds that the indirect effect is bigger that the direct effect. This means that, i.e., the earnings numbers communicate more information about the companies’ R&D activities than the R&D numbers themselves.

As I mentioned briefly before and as also Hall and Oriani (2006) and Ang et al. (2008) state, the U.S., the U.K., and Australia are comparable countries. Also, most research on the value relevance of R&D expenditures is done for these countries and not for the continental countries in the European Union (EU). However, Hall and Oriani (2006) filled this gap with their study. Next to the U.S. and the U.K., they also incorporate Italy, France, and Germany in their research. They think it is especially interesting to also investigate these continental European countries, because these countries differ from the Anglo-Saxon countries like the U.K. and the U.S in a few important ways. Hall and Oriani (2006, 2) name the presence of professional investors, the legal regime, and the ownership structures. They compared all five countries by investigating publicly traded firms for the period 1989 to 1998. Their results indicate that the valuation of R&D is similar in France, Germany, and the U.S. According to the study results, research and development is valued relatively higher in the U.K. and actually not valued at all in Italy.

3.2.2 Capitalized versus expensed R&D expenditures
In the previous section I discussed the empirical literature with respect to the value relevance of total R&D expenditures. However, since there is still no consensus in the accounting standards on which method to use, it is especially interesting to investigate which of the two methods is the most value relevant to users of financial statements. As Oswald and Zarowin (2007) state, there has been a going on debate on this matter in the U.S. The reason for this debate is the expense-only rule from the FASB. There are quite some researchers that argue potential benefits of capitalization of R&D expenditures.

First of all Vigeland (1981) states the market finds it hard to estimate the unobserved benefits. Consistent arguments are discussed by Lev and Sougiannis (1996), Chan et al. (2001), and Chambers et al. (2002b), who state that — based on their results — companies in the U.S. with a high R&D-intensity, are able to earn excess returns of their stocks. They explain that it is hard to evaluate these companies due to the lack of capitalization of R&D expenditures, resulting in market inefficiencies. In line with this view, Healy et al. (2002) explain that the capitalization of R&D expenditures makes it possible for the management of a company to communicate probable future economic benefits and success in research and development projects. Finally, Lev and Zarowin (1999) conclude that this leads to a better matching of R&D costs and benefits; providing users of financial statement with more value relevant information.

However, Oswald and Zarowin (2007) provide three reasons why capitalization of R&D expenditures might not result in more informative, efficient prices. First of all, the market may have its doubts about the information provided by the firm’s management. Managers are considered to act in their own interest and might, for example, manage earnings in order to maximize their bonus.
 Secondly, there are high uncertainties with respect to research and development activities and information thus relies for a great deal on estimates. That makes it not only difficult for the users of financial statements to rely on these accounting figures, but also for the auditing firm to check these measurements and forecasts. Finally, Oswald and Zarowin (2007) state that the information with respect to the success and probable future benefits of R&D activities could also simply be disclosed instead of recognized. However, in my opinion, this does not solve the two problems discussed above. But despite there seem to be some disadvantages of capitalizing R&D expenditures, the general trend in empirical research’ results still indicate that this method provides more value relevant information.

The first study I discuss and that is in line with this trend is the study of Lev and Sougiannis (1996). They use the expense-only rule in SFAS No. 2 as a starting point. Namely, in that Statement, the FASB claims that “a direct relationship between research and development costs and specific future revenue generally has not been demonstrated” (Lev and Sougiannis 1996, 108). Thus, implicitly, the FASB justifies the expense-only rule in SFAS No. 2. But since there are also standards that do prescribe conditional capitalizing, Lev and Sougiannis (1996) examine the reliability, objectivity, and value relevance of R&D capitalization. They use data of U.S. companies from the COMPUSTAT and the Center for Research in Security Prices (CRSP) databases for the period 1975 to 1981 in both a returns and a price model. Since they are using data of U.S. companies — that all expense R&D expenditures as incurred — they have to simulate the R&D capitalization process by estimating capitalized and amortized amounts.
 Results indicate that, after the corrections during the capitalization process, reported earnings and book values have a strong association with both returns and prices, thus indicating value relevant information. These findings are clearly in contradiction with the statement of the FASB mentioned above, claiming there is no association. Unfortunately Lev and Sougiannis (1996) only examine the value relevance after the R&D capitalization process. So, despite there seems to be a strong association after the process, it does not indicate a stronger association; at least, Lev and Sougiannis (1996) do not elaborate on this it in their study.

Results of the study from Ballester et al. (2003) are in line with the results of Lev and Sougiannis (1996). They also find that, in general, investors consider a relatively large part of the R&D expenditures as an intangible asset, because of probable future economic benefits. Thus implying that the capitalization of those expenditures seems to be more value relevant. These are the results from a price model regression for data of American companies from the COMPUSTAT database in the period 1985 to 2001. The additional cross-sectional comparison in this study provides results that are consistent with the results of Hirschey and Spencer (1992) discussed in section 3.3.1. Namely, relatively small firms, with growth opportunities, differ more from industry averages.

So, as the results of the studies of Lev and Sougiannis (1996) and Ballester et al. (2003) seem to indicate that the less conservative, capitalization method indeed leads to value relevant information on R&D, Chambers et al. (2002a) go a step further. Chambers et al. (2002a) agree with Lev and Sougiannis (1996) and Ballester et al. (2003) on the significant value relevance of R&D information based on the capitalization method. However, they would like to investigate whether the extent of managerial discretion influences “the magnitude of potential benefits” (Chambers et al. 2002a, 1) of the capitalization of R&D expenditures. In order to investigate this, they have to simulate multiple situations with different accounting rules, varying managerial discretion. They vary managerial discretion among three dimensions: “the maximum period over which R&D costs can be amortized, the extent to which previously established amortization schedules can be revised in subsequent years, and whether amortization periods are determined based on past or contemporaneous indicators of the success of R&D investments” (Chambers et al. 2002a, 3). Using the price model regression for data of companies listed on the NYSE and NASDAQ for the period 1986 to 2000, results indicate that more managerial discretion potentially enhance the value relevance of R&D capitalization. They do put an emphasis on the word ‘potentially’, because, as I have discussed before, Chambers et al. (2002a) also mention that managers do have ‘insider information’ that can be valuable, but also have incentives to manipulate accounting numbers in their own interest.

In contrast to this two studies, Loudder and Behn (1995) do not take the SFAS No. 2 as a starting point, but as a transition point. In other words, they compare the value relevance of R&D expenditures before the introduction of the SFAS No. 2 in 1975 and after the introduction of the statement. In that way they are able to compare the value relevance of R&D expenditures under conditional capitalizing and expense-only, since, before the introduction of the SFAS No. 2, conditional capitalizing was allowed. In order to do so, they use the returns model with data of American firms from the COMPUSTAT and CRSP databases for the period 1973 to 1977. Hence, two years before the introduction and three year from the introduction of the SFAS No. 2. In line with the results of the studies of Ballester et al. (2003), Lev and Sougiannis (1996), and Chambers et al. (2002a), results of the study of Loudder and Behn (1995) also indicate that, in general, R&D accounting significantly affects the earnings usefulness. Also, results of this study indicate that conditional capitalizing of R&D expenditures leads to more value relevant information than expensing as incurred.

As I mentioned before, Ang et al. (2008) state that int. al. the U.S. and Australia are comparable countries, mostly because of legal structures. Looking at the accounting standards, also the Australian Accounting Standards Board (AASB) requires in first instance the expensing of R&D expenditures as incurred. However, Abrahams and Sidhu (1998) state that there is an exception. Namely, capitalization is allowed “to the extent that they (the R&D expenditures) are expected to be recoverable beyond any reasonable doubt” (Abrahams and Sidhu 1998, 171). The part ‘beyond any reasonable doubt’ clearly indicates the managerial discretion that is specifically investigated, and also preferred, by Chambers et al. (2002a).Hence, unlike the FASB in IAS 38, the AASB does not oblige capitalization when certain conditions are met. Instead, it allows capitalization based on managerial discretion.

In order to compare the value relevance between capitalizing and expensing, Abrahams and Sidhu (1998) collect data on a sample of firms that contains both companies that actually only expense R&D outlays or actually capitalize certain R&D outlays. These data is collected for Australian firms listed on the Australian Stock Exchange (ASX) for the years 1994 and 1995. They perform a linear regression on the data in the return model. Results of this study also indicate that capitalization and managerial discretion seems to enhance the value relevance of R&D expenditures in comparison to immediate expensing. As Abrahams and Sidhu (1998, 181) state, “capitalized R&D of ‘selective capitalizers’ has a significant association with firm value”.

As Ahmed and Falk (2006) state, they conduct a quite similar study as Abrahams and Sidhu (1998), with a similar sample distribution. However, Ahmed and Falk (2006) use a longer sample period, from 1992 to 1997, which might result in more robust results. Also, they use the price model instead of the returns model. As I mentioned in section 2.1.2, there is still no consensus on which model provides the most accurate results, since both models have their own limitations. And as Ota (2001) states, it might be preferable to use both models in one study. So, as the studies of Abrahams and Sidhu (1998) and Ahmed and Falk (2006) are — besides the different model — quite similar, they might provide some insight on possible differences in results regarding the price and returns models. However, the price model used by Ahmed and Falk (2006) provides them with similar results. Namely, also these results indicate that (1) capitalized R&D expenditures are value relevant, and (2) the association of R&D expenditures and firm value is also greater for capitalized instead of expensed R&D expenditures.

The most recent study on Australian companies, with respect to this subject, is from Ang et al. (2008). The main, important difference therefore between the study of Ahmed and Falk (2006) and Ang et al. (2008) is the research period. The research period of the study of Ang et al. (2008) is from 2002 through 2006. The reason this is an interesting period in this setting, is the full adoption of the IFRSs in Australia in the year 2005. As I mentioned before, the AASB allowed more managerial discretion than the FASB on this matter. By incorporating the transition year in their research period, Ang et al. (2008) are able to compare the value relevance of R&D expenditures under both standards.

Results of their price model indicate that prior to the adoption of the international standard, both expensed and capitalized research and development expenditures are significantly related to the value of the firm, and thus considered value relevant. After the adoption of the IAS 38 in 2005, the value relevance of capitalized R&D expenditures shows no significant difference. However, the association of expensed R&D expenditures and the firms’ market value has significantly decreased. According to Ang et al. (2008) this can be due to the requirement of the IAS 38 to expense the total research portion of the R&D expenditures. In line with Chambers et al. (2002a), this indicates that more managerial discretion regarding the recognition of R&D expenditures is preferable.

Next to the studies performed in the U.S. and Australia, there are also two recent studies on this subject in the U.K. The first study I discuss is that of Oswald and Zarowin (2007). Just like the researchers from the studies performed on Australian companies [int. al. Ahmed and Falk (2006)] and unlike researchers from studies on American companies [int. al. Lev and Sougiannis (1996)], Oswald and Zarowin (2007) are able to incorporate both expensers and capitalizers in their research sample.
 For their analysis in the return model they use the data of British companies from the three largest R&D industries during the period 1990 to 1999.
 Results of this study are generally in line with previous studies’ results, indicating a greater association of capitalized R&D expenditures and stock prices than expensed R&D expenditures.

The other recent study on the value relevance of R&D expenditures in the U.K. is performed by Oswald (2008). In this study he uses the data of all U.K. firms in the Datastream database from 1990 to 2004. Hence, Oswald (2008) does not incorporate the adoption of the IFRSs in 2005. The reason for that is that unlike the IASB, that requires capitalizing of R&D expenditures when certain conditions are met, the ASB allows companies to capitalize R&D expenditures when certain conditions are met. In his study, Oswald (2008) focuses on this difference. Namely, results of his study indicate that there is no substantial difference in value relevance of R&D expenditures of capitalizers and expensers. As he states, this seems to indicate that managers are choosing ‘the right’ (read: most value relevant) method to recognize the companies’ R&D outlays. And thus, again, managerial discretion seems to enhance the value relevance of R&D expenditures.

Finally, the two studies that I discuss next, are generally not comparable with the previous discussed studies, because they differ on important aspects. However, since these studies provide me with relevant insights for my research, I discuss these studies separately.

The first study is that of Aboody and Lev (1998). I already mentioned the expense-only rule described in the SFAS No. 2 from the FASB. However, the FASB provides one exception to that rule, namely, the capitalization of software development costs, as described in the SFAS No. 86. This is especially relevant for my research, since the technology sector also includes ‘Software’ companies. Analyzing data 163 firms during the period 1987 to 1995, results from the returns model indicate that (1) the annually capitalized R&D expenditures, and (2) the accumulated capitalized software asset are both significantly associated with stock prices.

The last study I discuss is that of Healy et al. (2002). This study is different from the other, previously discussed, studies by focusing on one specific industry. Namely, Healy et al. (2002) focus on the R&D-intensive pharmaceutical industry. The R&D-intensity is also the reason for Healy et al. (2002) to examine the pharmaceutical industry. Namely, compared to other expenditures in the industry, the research and development expenditures are the most significant. Success in R&D activities is therefore the most important factor for the value of the companies in this industry.

Just like previously discussed U.S. studies [e.g., Lev and Sougiannis (1996)], Healy et al. (2002) also compare capitalization and expensing of R&D expenditures by simulating the capitalization process. They analyze data of 500 pharmaceutical firms for a period of 32 years. The results from the returns model indicate that, in general, capitalized R&D expenditures are more value relevant in the pharmaceutical industry. This is in line with most other studies I discussed in this section.
3.3 The technology sector

To complete the theoretical background of my thesis, I discuss the research population; the technology sector. By taking a closer look at the research population, I am able to foresee possible implications for my research. I investigate the technology sector as defined by the Industry Classification Benchmark (ICB) 9000. The sector is structured as follows:
	Industry
	Sector
	Subsector

	9000 Technology
	9530 Sofware and computer services
	9533 Computer services

	
	
	9535 Internet

	
	
	9537 Software

	
	9570 Technology hardware and equipment
	9572 Computer hardware

	
	
	9574 Electronic office equipment

	
	
	9576 Semiconductors

	
	
	9578 Telecommunications equipment


Table 3.1 – Structure ICB industry 9000 ‘Technology’ (Source: ICB website)
Next to the structure of the sector, it is also important to know in which countries the companies in the technology sector operate. Namely, for my research I need to know which countries have standards that require full expensing of R&D expenditures and which countries have standards that allow conditional capitalizing of R&D expenditures. This is summarized in the following table.

	Country
	CAP
	EXP

	Australia
	
	

	Canada
	
	

	France
	
	

	Germany
	Until the year 2005
	From the year 2005

	Hong Kong
	
	

	India
	
	

	Israel
	
	

	Japan
	
	

	Korea
	
	

	Norway
	
	

	Sweden
	
	

	Taiwan
	
	

	The Netherlands
	
	

	U.K.
	
	

	U.S.
	For subsector 9537
	For all other subsectors


Table 3.2 – Countries in ICB industry 9000, including recognition method (Sources: local standard setters’ websites)

Where,

CAP
: jurisdictions where both recognition methods are allowed;

EXP
: jurisdictions where only the expensing recognition method is allowed.

Table 3.2 shows, that companies that operate in the jurisdiction of Germany belong to the CAP group until the year 2005 and to the EXP group from the year 2005. This is because of the obliged use of the IFRSs from the year 2005 for European listed companies. Hence, Germany was the only European country in this population in which the local standard setter prescribed the expense-only recognition method. This is of importance for my research, since my research period — I elaborate more on this in the next chapter — contains the years 2000 up and including 2007.

The implication arising from a combination of information in table 3.1 and 3.2 is the ICB subsector 9537 ‘Software’. Namely, the FASB has one exception to the SFAS No. 2 expense-only rule, in the SFAS No. 86. This statement prescribes for software companies the conditional capitalizing recognition method for R&D expenditures. This is important to know for my research, because the software companies that operate in the U.S. jurisdiction have to be placed in the CAP group instead of the EXP group.

So, by taking a closer look to the research population, two major implications are taken into consideration in my research design, which is discussed in the next chapter.
3.4 Conclusions
In this chapter I discussed the recognition and value relevance of R&D expenditures, including empirical literature on this subject. There are a few conclusions that can be drawn from this chapter.

First of all, research and development expenditures can be either capitalized and amortized on the balance sheet, or expensed via the profit and loss account. Secondly, capitalization of certain R&D expenditures has one important advantage compared to full expensing: it allows managers to use their ‘insider information’ to determine whether certain developments lead to future economic benefits. By allowing managers to do so, investors get more specific information on R&D expenditures. However, supporters of the conservative full expensing rule, use this advantage also as a disadvantage. Namely, assumptions made by managers are based on uncertain events and moreover, managers could act in their own interest. Despite this, empirical research clearly indicates that managerial discretion leads to more value relevant information on R&D expenditures.

Thirdly, empirical literature on the value relevance of total R&D expenditures generally reports a significant, positive association with stock returns and/or prices. I also found a general trend in the results of the empirical literature that compares the value relevance of capitalized and expensed R&D expenditures. Namely, in general, capitalizing R&D expenditures is seen as more value relevant to users of financial statements. Another conclusion that can be drawn from the empirical literature is that there is still no consensus on which model to use for a value relevance study. Both the returns and price models are used.
Finally, I discussed two major implications to take into consideration in my research design, with respect to the distribution among the two research groups CAP and EXP. The research design is discussed in the next chapter.
4 Research design

I

n the first part my thesis I constructed a theoretical background for my empirical research by explaining the relevant concepts of my research and examining prior empirical research. By doing so, I provided an answer to my first two research questions. In this chapter I take the first step to be able to provide an answer to my fourth research question and the central problem statement:

“Is there a significant difference in value relevance of R&D expenditures between countries with standards which require full expensing and countries with standards which permit conditional capitalizing in the technology sector?”

This first step is called, the research design. In this chapter I discuss this research design, which consists of the following parts. First I discuss my research hypotheses. Then I elaborate on my methodology. And finally I discuss the sample selection and data collection.

4.1 Hypotheses
In chapter two I discussed the concept ‘value relevance study’. I also elaborated on the results of prior empirical research with respect to the association of earnings and book values of common equity with stock prices. Moreover, I showed that this relation plays a central role in the price and return models used in value relevance studies, and thus is especially interesting for my research.

So before I take a specific look at the value relevance of R&D expenditures, I investigate the association of earnings and book values of common equity with share prices. In order to do so, I developed the following hypothesis: 

4.1.1 Hypothesis 1
“There is a significant declining and increasing association of, respectively, earnings and book values of common equity with returns and share prices in the technology sector”

Since the results of prior empirical research from Collins et al. (1997), Francis and Schipper (1999), and Ely and Waymire (1999) in section 2.3 ‘Earnings-return relation: empirical research’ are generally consistent — indicating the declining and increasing association of, respectively, earnings and book values of equity with share prices — I expect to find generally the same results for the technology sector.

For the second hypothesis, I introduce the R&D expenditures in my research. The main research object of my thesis is the difference in standard-setting with respect to the R&D expenditures recognition method. However, there are quite a few empirical studies that investigate the value relevance of R&D expenditures, without making a distinction in the accounting recognition method. So before I investigate whether there is a difference in the value relevance of R&D expenditures under the different recognition methods, I investigate whether R&D expenditures are considered value relevant in the technology sector, without making that distinction. In order to do so, I developed the following hypothesis:

4.1.2 Hypothesis 2
“R&D expenditures have a significant and positive association with returns and share prices in the technology sector”

The results of Chan et al. (2001) and Green et al. (1996) indicated a weak association of R&D expenditures with stock prices and returns. However, the results of these studies did indicate a positive relation. The results of the other studies discussed in section 3.2.1 ‘No distinction in accounting recognition method’, however, all generally indicate a significant, positive association of R&D expenditures with stock prices and returns. This means that these expenditures are considered as value relevant by users of financial statements. For that reason I expect to find a generally positive and significant relation between R&D expenditures in the technology sector and the stock returns and prices.

After testing my second hypothesis I am able to formulate a statement on the value relevance of R&D expenditures in the technology sector. However, as I pointed out in the previous chapters, from an accounting point of view is it more interesting to distinct jurisdictions with standard-setters that either permit expensing of all R&D expenditures or prescribe conditional capitalizing of certain research and development expenses. Especially when you consider the strong convergence of global markets of recent years, which has lead to the inevitable discussion on the convergence of accounting standards, as pointed out by Ang et al. (2008). To investigate whether there is a possible difference in value relevance of R&D expenditures due to the distinction in the accounting recognition method of those expenditures, I developed the last hypothesis:

4.1.3 Hypothesis 3
“R&D expenditures in the technology sector consistent with the conditional capitalizing recognition method have a more significant and positive association with stock prices and returns than R&D expenditures in the technology sector consistent with the expensing recognition method”
As I concluded in section 3.3 — on the basis of my extensive empirical literature review in section 3.2.2 — conditional capitalizing of R&D expenditures generally results in more value relevant information for users of financial statements than solely immediate expensing of these expenditures. Thus, I expect the association of R&D expenditures in the technology sector with corresponding stock prices and returns to be both more positive and significant for the conditional capitalizing recognition method compared to the expense-only recognition method.

4.2 Methodology
Now it is clear what I test, it is important to explain how these hypotheses are tested. In the next section I discuss per hypotheses the steps I have to take with respect to the methodology.

4.2.4 Hypothesis 1
To test the first hypothesis I use both the returns and the price model, as described in section 2.1.2. The test procedure consists of the following steps.

First I perform the regression analyses for the two models: 
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Where,
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= the book value of common equity per share at the end of year t;
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= other value relevant information for year t, independent of earnings and book value;
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= the dividends per share for year t.
These regressions are performed for each year of the research period. So, for each year in the research period, two regression analyses are performed. Each regression analysis has its own R2. Since the research period consists of eight years, there are two groups of eight R2s; eight R2s for both the price model and the returns model.

When the two groups of R2s are known, I am able to perform the second step of the test. For each group of eight R2s I perform the following, second regression analysis, as used in prior research by int.al. Francis and Schipper (1999), Collins et al. (1997), and Ota (2001):
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Where,
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= the Adjusted R-squared of the cross-sectional regression for year t;
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= a time trend variable for the research period.

As a side note, Oswald (2008) states that to receive relatively reliable results from this regression analysis, a minimum of six variables, i.e. years, is necessary. Since my research period consists of eight years — I elaborate more on this in the next section ― this condition is met.

Looking at the results of this regression analysis, it means, that when the coefficient 
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 is either positive or negative, the value relevance is respectively increasing or decreasing over the research period. By looking at the trend of the R2s of both groups ― one of which incorporates only earnings, and one of which incorporates both earnings and book values ― it becomes clear whether there is a declining and increasing association of, respectively, earnings and book values of common equity with returns and share prices in the technology sector. And thus, whether hypothesis one holds or does not hold.

4.2.5 Hypothesis 2
To test the second hypothesis it is necessary to incorporate the R&D expenditures in the two models. As I mentioned before, in this stage of the research, no distinction is made between conditional capitalizing and expensing of R&D expenditures. When the R&D expenditures are taken in to consideration the two models look like this:
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Where,
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= the R&D intensity, computed as the total research and development expenditures to sales for the year t.

As described in section 2.1.1 this is a so called incremental association study, in which I investigate whether the R&D expenditures ― the accounting number of interest ― are helpful in explaining the stock prices and returns. I also described that in such a study the accounting number of interest, i.e., the R&D expenditures, are considered as value relevant when the regression coefficient (i.e., 
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) differ significantly from zero. To determine whether the regression coefficients differ significantly from zero, I use the common rejection region of five percent (5%).

4.2.6 Hypothesis 3
The main differentiation in the third hypothesis with respect to the second hypothesis is the distinction between jurisdictions where standards prescribe both conditional capitalizing and expensing; and jurisdictions where only expensing of R&D expenditures is allowed. In section 2.4 I described the research population. In table X I gave an overview of the jurisdictions that are present in the technology sector, and which recognition method those jurisdictions’ standards prescribe. 

To test whether the difference in recognition method may influence the value relevance of R&D expenditures I divide my research sample in two groups:

CAP
: jurisdictions where both recognition methods are allowed;

EXP
: jurisdictions where only the expensing recognition method is allowed.

For each group I perform the same regression analyses as I used testing the second hypothesis. As I also described in section 2.4, there are two important issues that I have to take into consideration when dividing the sample in these two groups:

· the involuntary use of the IFRSs from the year 2005 by all European listed companies;

· the only exception to the expense-only rule of the SFAS No. 2, namely, the SFAS No. 86 for the software companies (i.e., ICB subsector 9537).

The consequence of these two issues is that both the software companies (for all years) and the European companies (from the year 2005) belong to the group CAP.

By comparing the results from both groups, I am able to give judgment on whether R&D expenditures in the technology sector consistent with the conditional capitalizing recognition method have a more significant and positive association with stock prices and returns than R&D expenditures in the technology sector consistent with the expensing recognition method.
4.3 Sample selection and data collection
In section 2.4 I discussed the research population. Namely, the technology sector as defined by the ICB. To be able to say something about a whole population, it is important to obtain a representative sample. Due to certain criteria, but also due to data (un)availability I obtained a sample of 831 firms in the technology sector for a research period from the year 2000 up and including the year 2007. I investigate the firms during this period, simply because the results of this kind of research are most interesting when they are recent. The discussion on global convergence of accounting standards ― of which this subject is a (small) part — is an issue that is on today’s agenda. Also, the involuntary use of the IFRSs in 2005 by European listed companies could be an interesting issue to look at.

The first sample criteria are that the companies have to be active and their shares have to be publicly traded. Due to data availability and the recent research period, it is necessary that companies in the sample are active. Since this is market-based accounting research, it is important to have all the information available with respect to shares. For publicly traded firms this and other information is widely available in databases. Also, since publicly traded firms are relatively larger, both physical and monetary, they are more likely to have the resources to invest in research and development. After setting these criteria, the sample consists of 3,564 companies.

The second criterion is data availability with respect to the variables in the model. By using a database to collect the data I am able to analyze more firms and thus obtain relatively more reliable results. The database I am using is the Thompson One Banker (TOB) database. For the variables in the model I obtain the following data items from the TOB database:
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[image: image42.wmf]t

t

t

t

t

RD

BV

E

P

e

a

a

a

a

+

+

+

+

=

3

2

1

0



[image: image43.wmf]t

P


― ‘PriceClose’: the last price an issue traded for at that year;
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— ‘EPSAsReported’: the per share earnings amount reported by the company prior to any adjustments or recalculations;
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— ‘BookValuePerShare’: the book value (proportioned common equity divided by outstanding shares) at the end of the year;
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— ‘ResearchAndDevelopmentToSales’: R&D expense divided by net sales or revenues times 100.
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— ‘DividendsPerShare’: the total dividends per share declared during that year; includes extra dividends declared during that year.

After the second criterion 831 companies, for which all the data is available in the research period, remain in the final sample; of which 309 companies in the CAP group and 522 companies in the EXP group.

In this chapter I described the research design. Now it is clear what I am investigating and how the hypotheses are tested, I can perform the statistical analyses using the computer program SPSS version 17.0. The results of the statistical analyses are discussed in the next chapter.
5 Statistical results
I

n this chapter I present the statistical results of the analyses discussed in the previous chapter. The content of this chapter is only descriptive. In the next chapter I analyze the following results by comparing them with results of prior research and my expectations. The statistical results are discussed per hypothesis.

5.1 Hypothesis 1
“There is a significant declining and increasing association of, respectively, earnings and book values of common equity with returns and share prices in the technology sector”

The first part of the results consist of the per year regressions (1a) and (1b). Each regression results in an R-square. Since the form of the output is the same for every regression, I provide one output table per model as an illustration.
5.1.1 Price model
	Model Summary

	Model
	R
	R Square
	Adjusted R Square

	1
	,873a
	,763
	,762


a. Predictors: (Constant), BV01, EPS01
Table 5.1 – Adjusted R2 from the price model for the year 2001

5.1.2 Returns model
	Model Summary

	Model
	R
	R Square
	Adjusted R Square

	2
	,919a
	,844
	,844


a. Predictors: (Constant), EPS01, dEPS01
Table 5.2 – Adjusted R2 from the returns model for the year 2001
The second part of the analysis is the regression (2), with the adjusted R2s as the dependent variable. This model produced the following output tables.

5.1.3 Price model
	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	3
	,997a
	,993
	,992
	,00098

	a. Predictors: (Constant), YEAR


Table 5.3 – Model summary of regression (2) for the price model

	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	3
	(Constant)
	-8,100
	,304
	
	-26,682
	,000

	
	YEAR
	,004
	,000
	,987
	29,227
	,000

	a. Dependent Variable: R2sP


Table 5.4 – Coefficients of regression (2) for the price model

The two tables presented above, show that this model has a high explanatory power with an Adjusted R2 of 0.992. Also the coefficient of the time trend variable ‘YEAR’ is positive, 0.987, and is significant at a 0.000 level.

5.1.4 Returns model
	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	4
	,996a
	,992
	,991
	,00112

	a. Predictors: (Constant), YEAR


Table 5.5 – Model summary of regression (2) for the returns model
	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	4
	(Constant)
	10,490
	,346
	
	30,279
	,000

	
	YEAR
	-,005
	,000
	-,996
	-27,881
	,000

	a. Dependent Variable: R2sR


Table 5.6 – Coefficients of regression (2) for the returns model

Also for the returns model the two tables above show a high explanatory power with an Adjusted R2 of 0.991. However, for this model the time trend variable coefficient has a negative value, but is also significant at a 0.000 level.

5.2 Hypothesis 2
“R&D expenditures have a significant and positive association with returns and share prices in the technology sector”

The statistical results of the analyses to test the second hypothesis consist of the output tables from the regression (3a) and (3b). These output tables are presented next.

5.2.5 Price model

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	5
	,888a
	,789
	,789
	3,55779961E2

	a. Predictors: (Constant), BookValuePerShare, EPSAsReported, RDToSales


Table 5.7 – Model summary of regression (3a)
	Coefficientsa I

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	5
	(Constant)
	17,795
	4,378
	
	4,064
	,000

	
	EPSAsReported
	-,736
	,005
	-,976
	-156,935
	,000

	
	BookValuePerShare
	,950
	,016
	,358
	57,570
	,000

	
	RDToSales
	,679
	,012
	,455
	43,980
	,000

	a. Dependent Variable: PriceClose


Table 5.8 – Coefficients of regression (3a), excluding ‘Residuals’

	Coefficientsa II

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	5
	(Constant)
	17,795
	4,378
	
	4,064
	,000

	
	EPSAsReported
	-,736
	,005
	-,976
	-156,935
	,000

	
	BookValuePerShare
	,950
	,016
	,358
	57,570
	,000

	
	RDToSales
	,679
	,012
	,455
	43,980
	,000

	
	Residuals
	355,780
	8,465
	,459
	42,030
	,000

	a. Dependent Variable: PriceClose


Table 5.9 – Coefficients of regression (3a), including ‘Residuals’

The first table presented above shows a high explanatory power for this model; an Adjusted R2 of 0.789. The second and third tables show that all the independent variables are significant at a 0.000 level. However, the results show a negative association of earnings with share prices (-0.736) and positive associations of book values of common equity (0.950), R&D-intensity (0,679). In the third table the residuals are taken into consideration as other possible value relevant items. Also here a positive association with share prices is shown.

5.2.6 Returns model
	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	6
	,919a
	,844
	,844
	2,665989582E2

	a. Predictors: (Constant), dEPSAsReported, EPSAsReported, RDToSales


Table 5.10 – Model summary of regression (3b)
	Coefficientsa I

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	6
	(Constant)
	-7,709
	3,293
	
	-2,341
	,019

	
	EPSAsReported
	,582
	,003
	,889
	181,462
	,000

	
	dEPSAsReported
	-,186
	,006
	-,162
	-33,153
	,000

	
	RDToSales
	,754
	,010
	,532
	35,539
	,000

	a. Dependent Variable: Returns


Table 5.11 – Coefficients of regression (3b), excluding ‘Residuals’

	Coefficientsa II

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	6
	(Constant)
	-7,709
	3,293
	
	-2,341
	,019

	
	EPSAsReported
	,582
	,003
	,889
	181,462
	,000

	
	dEPSAsReported
	-,186
	,006
	-,162
	-33,153
	,000

	
	RDToSales
	,754
	,010
	,532
	35,539
	,000

	
	Residuals
	266,599
	7,656
	,395
	34,821
	,000

	a. Dependent Variable: Returns


Table 5.12 – Coefficients of regression (3b), including ‘Residuals’

The first table presented above also shows for this model a high explanatory power with an Adjusted R2 of 0.844. Looking at the other two tables, all independent variables again are significant at a 0.000 level. The variables for earnings, R&D expenditures and other items show a positive association with stock returns, respectively 0.582, 0.754, and 0.395. However, the variable that represents the change in earnings shows a negative association with stock returns (-0.186).

5.3 Hypothesis 3

“R&D expenditures in the technology sector consistent with the conditional capitalizing recognition method have a more significant and positive association with stock prices and returns than R&D expenditures in the technology sector consistent with the expensing recognition method”
To test hypothesis three, also regression (3a) and (3b) are performed. However, since for this hypothesis the sample is divided into two groups, results are presented per group for each of the two models.

5.3.7 Price model: CAP group

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	7
	,897a
	,805
	,804
	231,98231

	a. Predictors: (Constant), EPSAsReported, BookValuePerShare, RDToSales


Table 5.13 – Model summary of regression (3a) CAP group
	Coefficientsa I

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	7
	(Constant)
	26,042
	4,847
	
	5,372
	,000

	
	EPSAsReported
	,888
	,042
	,753
	68,140
	,000

	
	BookValuePerShare
	,686
	,099
	,530
	45,404
	,000

	
	RDToSales
	,907
	,003
	,649
	32,117
	,000

	a. Dependent Variable: PriceClose


Table 5.14 – Coefficients of regression (3a) CAP group, excluding ‘Residuals’
	Coefficientsa II

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	7
	(Constant)
	26,042
	4,847
	
	5,372
	,000

	
	EPSAsReported
	,888
	,042
	,753
	68,140
	,000

	
	BookValuePerShare
	,686
	,099
	,530
	45,404
	,000

	
	RDToSales
	,907
	,003
	,649
	32,117
	,000

	
	Residuals
	231,982
	,044
	,988
	34,233
	,000

	a. Dependent Variable: PriceClose


Table 5.15 – Coefficients of regression (3a) CAP group, including ‘Residuals’

Table 5.13 shows a high explanatory power for this model with an Adjusted R2 of 0.804. The other two tables show that all independent have a significant, positive association with share prices. The variables are all significant at the 0.000 level. The relevant coefficients for the earnings, book values of common equity, R&D expenditures, and other items are respectively 0.888, 0.686, 0.907, and 0.988.

5.3.8 Price model: EXP Group
	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	8
	,824a
	,679
	,679
	446,80458

	a. Predictors: (Constant), BookValuePerShare, EPSAsReported, RDToSales


Table 5.16 – Model summary of regression (3a) EXP group
	Coefficientsa I

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	8
	(Constant)
	43,439
	6,983
	
	6,221
	,000

	
	EPSAsReported
	,924
	,034
	,854
	48,023
	,000

	
	BookValuePerShare
	,882
	,019
	,791
	32,094
	,000

	
	RDToSales
	,381
	,005
	,303
	9,222
	,018

	a. Dependent Variable: PriceClose


Table 5.17 – Coefficients of regression (3a) EXP group, excluding ‘Residuals’
	Coefficientsa II

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	8
	(Constant)
	43,439
	6,983
	
	6,221
	,000

	
	EPSAsReported
	,924
	,034
	,854
	48,023
	,000

	
	BookValuePerShare
	,882
	,019
	,791
	32,094
	,000

	
	RDToSales
	,381
	,005
	,303
	9,222
	,018

	
	Residuals
	446,805
	,871
	,992
	51,704
	,000

	a. Dependent Variable: PriceClose


Table 5.18 – Coefficients of regression (3a) EXP group, including ‘Residuals’

The three presented tables above show the statistical results with respect to the price model for the EXP group. Table 5.16 shows a high explanatory power with an Adjusted R-square of 0.679. The tables 5.17 and 5.18 show that all independent variables have a positive association with share prices: 0.924, 0.882, 0.381, and 0.992 for respectively earnings, book values of common equity, R&D expenditures, and other items. The variable representing the R&D expenditures is significant at a 0.018 level. All the other variables are significant at a 0.000 level.
5.3.9 Returns model: CAP group

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	9
	,927a
	,859
	,859
	319,20644

	a. Predictors: (Constant), dEPSAsReported, EPSAsReported, RDToSales


Table 5.19 – Model summary of regression (3b) CAP group
	Coefficientsa I

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	9
	(Constant)
	1,008
	6,769
	
	5,149
	,000

	
	EPSAsReported
	,905
	,007
	,874
	22,120
	,000

	
	dEPSAsReported
	,758
	,006
	,648
	10,981
	,000

	
	RDToSales
	,871
	,004
	,749
	15,037
	,000

	a. Dependent Variable: Returns


Table 5.20 – Coefficients of regression (3b) CAP group, excluding ‘Residuals’

	Coefficientsa II

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	9
	(Constant)
	1,008
	6,769
	
	5,149
	,000

	
	EPSAsReported
	,905
	,007
	,874
	22,120
	,000

	
	dEPSAsReported
	,758
	,006
	,648
	10,981
	,000

	
	RDToSales
	,871
	,004
	,749
	15,037
	,000

	
	Residuals
	319,206
	1,576
	,974
	202,504
	,000

	a. Dependent Variable: Returns


Table 5.21 – Coefficients of regression (3b) CAP group, including ‘Residuals’

Looking at the tables for the CAP group in this model, table 5.19 also shows a high explanatory power with an Adjusted R-square of 0.859. Tables 5.20 and 5.21 show that all independent variables are significant at a 0.000 level and are all positive; 0.905 and 0.758 for respectively earnings and changes in earnings, 0.871 for R&D expenditures, and 0.974 for other items.
5.3.10 Returns model: EXP group

	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	10
	,805a
	,649
	,649
	347,53123

	a. Predictors: (Constant), dEPSAsReported, EPSAsReported, RDToSales


Table 5.24 – Model summary of regression (3b) EXP group

	Coefficientsa I

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	10
	(Constant)
	10,171
	16,473
	
	,617
	,537

	
	EPSAsReported
	,824
	,006
	,741
	54,465
	,000

	
	dEPSAsReported
	,708
	,010
	,665
	46,625
	,000

	
	RDToSales
	,401
	,012
	,359
	6,038
	,011

	a. Dependent Variable: Returns


Table 5.23 – Coefficients of regression (3b) EXP group, excluding ‘Residuals’
	Coefficientsa II

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	10
	(Constant)
	10,171
	16,473
	
	,617
	,537

	
	EPSAsReported
	,824
	,006
	,741
	54,465
	,000

	
	dEPSAsReported
	,708
	,010
	,665
	46,625
	,000

	
	RDToSales
	,401
	,012
	,359
	6,038
	,011

	
	Residuals
	147,531
	12,316
	,593
	46,940
	,000

	a. Dependent Variable: Returns


Table 5.24 – Coefficients of regression (3b) EXP group, including ‘Residuals’

The last statistical results consist of the output tables of regression (3b), the returns model, for the EXP group. Table 5.22 shows that this model also has a high explanatory power with an Adjusted R2 of 0.649. Moreover, all independent variables again have a positive association with stock returns. The coefficients for earnings, changes in earnings, R&D expenditures, and other items are respectively 0.824, 0.708, 0.401, and 0.539. Beside the variable representing the R&D expenditures, which is significant at a 0.011 level, all other variables are significant at a 0.000 level.

5.4 Regression assumptions tests

In the previous sections I presented the statistical results for all the models per hypothesis. However, to make sure the data are suitable to perform a regression analysis, the data have to meet certain underlying assumptions. First of all, the variables are assumed to be normally distributed. The second assumption for the variables is homoscedasticity, which means that the data do not contain relatively high differences in variances. The last assumption which is tested for is linearity. By performing a linear regression, it is assumed that the variables show a linear progress.

All these tests are performed using the statistical computer program SPSS version 17.0. The graphical outputs — with clarifications on why the assumptions are met — of these tests are presented in the Appendices.
6 Analysis

I

n the previous chapter I presented the statistical results of all the models for the three hypotheses. In this chapter I translate the statistical figures to appropriate conclusions. By forming the appropriate conclusions I provide an answer to my last research question and main problem statement:

“Do results indicate that there is a difference in value relevance of R&D expenditures between countries with standards which require full expensing and countries with standards which permit conditional capitalizing in the technology sector?”

Next, these conclusions are compared to conclusions of prior research and my expectations. After comparing my conclusions with the conclusions of prior empirical research I explain the similarities and/or differences in conclusions. By doing that I also meet my research objective, namely, as I mentioned in the introduction of my thesis:

“To provide insight on the possible difference in value relevance of R&D expenditures of firms in the technology sector, that could be explained by the difference in accounting standards with respect to recognizing R&D outlays.”

Both the conclusions and the comparison to prior empirical research are, as in chapter 4 and 5, discussed per hypothesis.

6.1 Analysis

6.1.1 Hypothesis 1
“There is a significant declining and increasing association of, respectively, earnings and book values of common equity with returns and share prices in the technology sector”

As discussed in section 2.2 Lev (1989, 155) explained the importance of the usefulness of earnings, because it is widely believed that earnings are the premier information item provided in the financial statement of a company. However, as discussed in section 2.3, prior empirical research generally shows a decline in the association of earnings with stock returns and prices and an increasing association of book values of common equity over time.

Looking at the statistical results in section 5.1, table 5.4 shows a significant positive association of the time trend variable with the explanatory powers (R2s) of the years from the research period. As explained in section 4.2.1, a positive coefficient for the time trend variable indicates an increase in value relevance. Since table 5.4 contains the results of the price model, it means that the combined value relevance of earnings and book values of common equity are increasing over time. This is in line with prior research of int.al. Collins et al. (1997) and Francis and Schipper (1999).

However, to be able to say whether the increase in value relevance is due to both the earnings and book values of common equity or only one of the two items, the results with respect to the returns model have to be explained. Since this model only contains the earnings as a variable, and not the book values, the individual progress of the value relevance with respect to the earnings becomes visible. Looking at the statistical results of this model, table 5.6 shows a significant negative coefficient for the time trend variable. This indicates a decline in the value relevance of earnings over time. Also this in line with prior empirical research. Since the value relevance of earnings are decreasing over time and the combined value relevance of earnings and book values are increasing, the value relevance of the book values of common equity have to be increasing.

As I discussed in section 2.3, prior research gives some explanations for these findings. An important factor for the decrease in value relevance of earnings is the lack of timeliness. Int.al. Ryan and Zarowin (2003) and Francis and Schipper (1999) state that share prices are not able to timely reflect changes in earnings. They state that this is primarily a consequence of accounting issues. Accounting involves techniques for measurement and valuation that are to some extent arbitrary. Also, managers, when possible, are likely to perform earnings management. Reasons why book values do show increasing value relevance over time are given by Collins et al. (1997). Since earnings contain transitory components, book values usually are a better proxy for future earnings, and thus are more useful in investors’ valuation models.

6.1.2 Hypothesis 2
“R&D expenditures have a significant and positive association with returns and share prices in the technology sector”

As discussed in section 2.1.1 value relevance studies are often used to investigate whether a certain accounting number is helpful in explaining stock prices and returns; a so-called incremental association study. This kind of studies is particularly interesting when an accounting number is of relative high importance for a company or an industry. Since R&D expenditures are of relative high importance in the technology sector. Namely, the continuity of companies in that sector depends on the successfulness of their R&D projects. Their customers demand more and more physically smaller products, with more functionality and speed. Therefore, as discussed in section 3.2.1, prior research generally indicates R&D expenditures to be value relevant.

Looking at the results for this hypothesis, table 5.8 and 5.11 show a significant positive relation of the variable ‘RDToSales’ with both share prices and returns. This means that R&D expenditures in the technology sector are considered value relevant by investors. These results are generally in line with prior empirical research.

Looking at a few specific results of prior empirical research, my results also seems to be in line with prior research. First, Chan et al. (1999, 2001) found that a significant positive relation of R&D expenditures with market values is especially apparent for R&D intensive companies. Also Hirschey and Spencer (1992) found that this association is also more apparent for relatively large firms. The first indication that I investigate relative large firms is that all firms are publicly traded. Also, to be able to compete in a fast developing sector like the technology sector, firms have to command a relatively high amount of both monetary and physical resources. This is second indication that the firms investigated are relatively large firms.

As discussed in section 2.1.4 there is a few, especially international, factors that could influence a value relevance study. Int.al. Ali and Hwang (2000) name the financial system, the type of standard setting body, the accounting model, and the importance of an external auditor. Also, other accounting numbers, besides earnings, book values of common equity and R&D expenditures could be associated with share prices and returns. To account for these factors and other accounting numbers, the models encompass the variable
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e

, defined as ‘other value relevant information, independent of earnings and book value’. However, as results in tables 5.9 and 5.12 do show that there are other items considered as value relevant, they do influence the association of the other variables, including that of the R&D expenditures. It might be interesting to specifically investigate those other items in further research.

6.1.3 Hypothesis 3
“R&D expenditures in the technology sector consistent with the conditional capitalizing recognition method have a more significant and positive association with stock prices and returns than R&D expenditures in the technology sector consistent with the expensing recognition method”
As discussed in section 3.1 there is still no consensus among different international accounting standard setters on the recognition method of R&D expenditures. The first recognition method is the expense-only method; in the technology sector prescribed by the FASB in the U.S., the ASBJ in Japan, and in local German GAAP before the obligatory use of the IFRSs in 2005 by European listed companies. The second recognition method is the conditional capitalizing method; in the technology sector prescribed by the standard setters in the remaining European countries (e.g., the ASB in the U.K.) and the other countries (e.g., the ARDF in Taiwan).

Results of prior empirical research show that generally R&D expenditures are more value relevant, when the recognition method of conditional capitalizing is prescribed. The main explanation given in prior research by int.al. Healy (2002) is that the capitalization of R&D expenditures makes it possible for the management of a company to communicate probable future economic benefits and success in research and development projects. Lev and Zarowin (1999) that this leads to a better matching of R&D costs and benefits, providing users of financial statements with more value relevant information.

Looking at the results of the third hypothesis, tables 5.14 and 5.20 contain the results with respect to the CAP group. Both the price and returns model show a significant, positive association of R&D expenditures with stock prices and returns. This means that R&D expenditures recognized by companies in the technology sector, for which conditional capitalizing is prescribed, are considered as value relevant. And thus useful for investors’ valuation models.

Next, tables 5.17 and 5.23 contain the results with respect to the EXP group. Also for this group, both the price and returns model show a significant, positive association of R&D expenditures with stock prices and returns. So, this also means, R&D expenditures recognized by companies in the technology sector, for which expense-only is prescribed, are considered as value relevant. However, taking a closer look at the statistical results shows that the coefficients of ‘RDToSales’ in the EXP group are smaller than the coefficients in the CAP group, and are also relatively less significant. This means that R&D expenditures in the EXP group are considered less value relevant compared to the R&D expenditures in the CAP group. This is in line with prior empirical research and my expectations. These results thus do indicate that allowing capitalization of R&D expenditures under certain conditions and giving the management of company the possibility to communicate more information, leads to a better matching of costs and benefits, as stated by Lev and Zarowin (1999).

6.2 Conclusion
After analyzing the statistical results of chapter 5 I am able to provide an answer to the last research question, and thus, main problem statement of my thesis:

“Is there a difference in value relevance of R&D expenditures between countries with standards that require full expensing and countries with standards that permit conditional capitalizing in the technology sector?”

A short answer to this question is: “Yes.”

Analyzing the results actually does indicate a difference in value relevance of R&D expenditures between countries with standards that require full expensing and countries with standards that permit conditional capitalizing in the technology sector. Namely, my results support the general trend in prior empirical research on this subject, saying that capitalizing of R&D expenditures is more value relevant than fully expensing. The reason for this is that it gives the management of companies the possibility to communicate more information, like the probable future economic benefits and success in R&D projects; resulting in a better match of R&D costs and benefits. This results in financial statements with more value relevant information to investors.

So, on the basis of prior research and this research it is clear in what direction the step towards the convergence of international accounting standards with respect to R&D expenditures has to be taken. However, in the journey to complete convergence of international accounting standards, there are a lot more steps that have to be taken.
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V Appendices
V.1
Linear regression assumptions: test outputs

V.1.1
Price model

· Normally distributed ‘Standardized Residuals’
[image: image56.emf]Figure V.1 – Distribution ‘Standardized Residuals’ Price model

· Model linearity
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Figure V.2 – Normal P-P Plot Price model

· Scatterplot
[image: image51.emf]
Figure V.3 – Scatterplot Price model
The above three SPSS outputs show that the linear regression test assumptions are met. Figure V.1 shows that the standardized residuals are approximately normally distributed. Next, figure V.2 shows that the assumption of linearity is also met. And finally, figure V.3 shows that the model does not contain much outlier, which could significantly reduce the reliability of the statistical results.
V.1.2 
Returns model

· Normally distributed ‘Standardized Residuals’
[image: image52.emf]
Figure V.4 – Distribution ‘Standardized Residuals’ Returns model
· Model linearity
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Figure V.5 – Normal P-P Plot Returns model
· Scatterplot
[image: image54.emf]
Figure V.6 – Scatterplot Returns model
Again, the above three SPSS outputs show that the linear regression test assumptions are met. Figure V.4 shows that the standardized residuals are approximately normally distributed. Next, figure V.5 shows that, although not as good as for the price model, the assumption of linearity is also met. And finally, figure V.6 shows that the model does not contain much outlier, which could significantly reduce the reliability of the statistical results.
� So, to prevent confusion: ‘R&D expenditures’ could both be capitalized and expensed. To distinguish between these two, I use the terms ‘capitalized/expensed R&D expenditures’.


� The AMEX is currently known as the NYSE Alternext U.S.


� Another common law country is Australia. There are also a few studies on the value relevance of R&D expenditures in this country; these are discussed in section 3.3.2.


� The Fortune 500 is an annual list of the 500 biggest (publicly traded) companies in the U.S. based on (adjusted) gross revenues published in ‘Fortune’ magazine.


� This, and other incentives to manipulate earnings are in a great deal discussed and explained by Watts and Zimmerman (1978) and Jensen and Meckling (1976).


� The simulation of the R&D capitalization process is common in U.S. research on this topic and so I do not explicitly mention it in my reviews of other U.S. studies.


� Although the capitalization process — which leads to ‘as-if-capitalized’ figures — in certain American studies do not provide us with unreliable results, int. al. Lev and Sougiannis (1996) do mention that this process encompasses many estimates and standardizations which may lead to less reliable results.


� This is “based on number of firms with R&D outlays” (Oswald and Zarowin 2007, 5).


� According to Chan et al. (2001) this is a commonly used variable to indicate the amounts devoted to research and development, and is widely used in empirical research.


� European companies until the year 2005 obviously can be assigned to either CAP or EXP, depending on the local GAAP.


� However, as discussed, Germany is the only European country with local GAAP prescribing the expense-only rule. So, due to a lack of data, I am not able to investigate this.
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