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Chapter 1: Introduction
Over the past decades, women have seen an increase in their earnings. However, wages are still lower compared to those of men. From 1960 until 1993 the median weekly earnings of women rose from 60 percent to 77 percent but declined over the following four years. According to the U.S Bureau of the Census for 2008
, the median weekly earnings of women were 79.9 percent of the earnings of men. These statistics are applicable for the US; however, most studies report similar patterns in European countries (example: Blau & Kahn, 1994). 

Many studies try to explain the gender wage gap by different explanatory variables. The most well known explanatory variables for explaining the gender wage gap are human capital, sex segregation, glass ceiling effect, and discrimination. Human capital represents the supply side, the personal characteristics of the workers. While the segregation represents the demand side, the characteristics of the job. 
We first have to be clear about the explanatory variable discrimination, because it is difficult to measure and to recognize it. The definition of this term is of great importance, because it can be interpreted differently which can have huge consequences. Within the labor market there are various definitions of discrimination. The most well known definition in the labor market comes from Arrow (1973, p.3): ‘‘the valuation in the market place of personal characteristics of the worker that are unrelated to worker productivity’’. Usually, the valuation is expressed in terms of higher wages or promotions. It applies for gender, as well as for race and religion. However, this definition fails to cover some factors that might influence the valuation. For instance, productivity among workers, which means that workers who deliver the same output with the same effort might be equal. However, if men work more hours than women, their overall income will be higher. Consequently, we should take a look at the wage per hour instead of the total income in order to measure discrimination. Another factor which might influence the valuation is unmeasured productivity. It prohibits us from measuring discrimination. If two workers are equally productive and only one can get a promotion, unmeasured productivity might be the reason for the promotion. 

Second definition of discrimination is statistical discrimination (Arrow, 1973, pp.23-24): ‘‘men are hired more easily, because the average man is better suited for the job than the average woman’’. Firm decisions are usually based on statistics and a ‘feeling’. Women drop out of the work force more frequently and earlier in their lifetime, and more women tend to work part time. As a result, agents are more reluctant in hiring women.
For simplicity, we will stick to the definitions of Arrow and assume that discrimination exists when starting wages per hour are lower for women than men with equal productivity and human capital. Promotions given more frequently to men while productivity and/or human capital is higher for women than men can also be considered as discrimination. Finally, a great difference in the proportion of men and women employed in a firm may be the consequence of statistical discrimination and, therefore, a proportion of the women can be considered to be discriminated against.
Many studies claim different percentages of explanatory variables. According to Wall (2000), discrimination accounts only for 6.2 percent after adjusting the variables; hourly wages, human capital, and segregation. Some claim that there is no discrimination, although no study has been able to explain it away entirely. 

It is important for economists to study the gender wage gap, because if the gender wage gap did not exist and the wages offered to women increased to the same wages offered to  men, then GDP would increase as well.
In an attempt to provide more insight about the explanatory variables, the research question will be: ‘‘Why does gender wage gap exist?’’ From an economical standpoint, more emphasis will be placed on the neoclassical view; however, the sociological view will also be addressed in the last chapter because it has explanatory power for this research question. The second chapter will deal with human capital. The taste discrimination model will explain why agents prefer men over women and, afterwards, the model will be tested by looking at the relationship between the labor force and profits. Statistical discrimination will be used in order to give us more insight about the Becker model. In the third chapter we will read about the glass ceiling effect. It will become clearer why promotions are given more frequently to men than women. Promotions are associated with an increase in wages, therefore affecting the gender wage gap. A model based on a series of logistic regressions will test the glass ceiling effect in the United States, Sweden, and Australia. The last chapter will be sex segregation. We will see how occupational distribution influences the gender wage gap using a model with fixed effects that will test the explanatory power of sex segregation. I will end my paper with a conclusion about my findings and suggestions for further studies.
Chapter 2: Human Capital
2.1: Taste Discrimination Model (Becker)
The main study of neoclassical theory has been that of Becker
. The model gives a theoretical explanation of employers’ utility preferences that are based on discrimination. Working this model out will give us a clearer insight about the discrimination of the female workers, which contributes as an explanation to the gender wage gap. The model assumes that productivity is equal among two types of workers, male and female, which are perfect substitutes in production. Also, capital is taken as given. Consider a production function in which agents do not maximize profits but, rather, maximize utility by preferring a lower ratio of female to male workers. 

This utility is defined as:

(1)
U(π, M, F) = π – d(F/M) = P ∙ Y(M, F) – wmM – wfF – d(F/M)

where d is the discrimination coefficient reflecting this distaste; F and M representing the number of male and female workers; wm and wf are the market wages of men and women; and P ∙ Y(M, F) is the production function. The value of the coefficient d can be both negative and positive, which represents the opportunity the agent is willing to pay in order to increase male workers or decrease female workers. Its value of greater than zero leads to an increase in discrimination, and close to zero leads to a decrease in discrimination. The agent’s preferences for a higher ratio of male to female workers results in a decrease in profits but an increase in utility. The marginal productivity of each labor is identical to the price of the agent. However, the market price is no longer wf. Since, the agent is willing to pay a price in order to reduce the F labor the market price has become wf plus the opportunity cost. The price df, is considered to be price the agent is willing to pay in order to reduce female workers. This results in higher utility for the agent, but lower profits for the company. Suppose, the marginal utility of F labor is negative, then df will be positive which is the price the agent is willing to pay in order to reduce F labor. The marginal productivity comes from the first order condition of the employers utility maximization, equation 1. 

Marginal Productivity is defined as:

(2) MPf = wf + df 
(3) MPm = wm + dm 
Where dm is considered to be negative since the agent has a preference for M labor, or zero if the agent has no positive preference for M labor. As mentioned before, we assume that these two types of workers are perfect substitutes. 

This results in the following equation:


(4)
wm - wf = df – dm > 0
Where M wages exceed F wages in equilibrium, as expected. Let’s assume that all firms have identical utility function. This will lead to a ratio of equal male to female workers. Having the discrimination purely distributed, the female workers will be paid less than their marginal product. As a result, the male workers gain, or at least do not lose; and agents also gain. 
Without discrimination profits would be,

(5)
π0 = f(L) – (MPL)L
Whereas change in profits is,


(6)
π - π0 = dmM + dfF
However, agents’ satisfaction depends only on the ratio of M to F workers. This gives us, 


(7)
dmM + dfF = 0.
Let’s continue with the assumption that all firms share identical utility functions and that the utility depends on the ratio of M to F workers. Some firms might be more discriminatory which leads to a more negative marginal rate of substitution of profits for F workers. Both equations (4) and (7) hold for each firm. 
These two equations result in the following discriminatory prices, 


df = M(wm – wf) / (M + F)


dm = -F(wm – wf) / (M + F)
Rewritten as, 



M/L = df / (wm – wf)


F/L = - dm / (wm – wf)
If there are both M and F workers, then it must be that wm > wf, since df > 0. Let’s take a closer look at firms with different ratios of M to F workers. Firms with high value df employ more male workers, since they discriminate more by paying a higher price in order to reduce female workers. Segregation tends to exist due to discrimination, which causes F workers to be found in the less discriminatory firms, and W workers more in the discriminatory firms.
However, equation MPf = MPm still holds, and MPL is higher for discriminating firms. This leads to larger diminishing marginal productivity of labor for less discriminatory firms, which makes perfect sense: The agent is willing to pay M workers more in order to achieve a higher ratio of M to F workers, making discrimination more costly since it shifts its labor demand to the more costly workers, eventually acting as a tax the agent. This leads to an inefficient production for the firm.  The model gives the assumption that in the long run only the least discriminatory firms will survive. A closer look at empirical evidence will test the Becker model.  

2.2: Empirical Evidence. 
We have seen from Becker’s model that if productivity among both workers is assumed to be equal and a wage gap remains the explanatory variable must be discrimination. Becker’s model also claims that in the long run, under sufficiently competitive conditions, discrimination will be eliminated due to inefficient production.
A study by Hellerstein, Neumark, and Troske (2002) examined the relationship between the labor force and the firm performances in terms of profitability and growth. Measuring productivity is a difficult task and usually inaccurate; therefore, firm or plant profitability is used to reflect a direct measure of performance which goes along with productivity. 
The data is collected from the Worker-Establishment Characteristics Data-base (WECD) and the Longitudinal Research Datafile (LRD)
. Data on household responses and enterprises in the U.S. (1990) represent the WECD. The LRD is a longitudinal panel of enterprises which were conducted from 1963 until 1993. The WECD and the LRD are connected in order to perform a cross-sectional analysis. On average thirty workers are matched to a plant; and for a representative sample, at least three workers matched to the plant are kept. The data of the matched worker is used to indentify the proportion female as well as to indentify the proportion of the labor force in different categories. Data about the plant-level are used in order to identify the characteristics that may influence growth and profitability.

Finally, two measures of performance are distinct which are used as substitutes for profitability. The first is operating income, which is; sales + inventory accumulation – labor costs – material costs, divided by inventory-adjusted sales. The other measure, also subtracts overhead costs.  These two measures of performance are, basically, price cost-margins. Market power is measured by an establishment-based measure of output share; however, some limitations come along with this study. 

Due to complexities in defining and tracking firms, only plants are studied. Also, changes in labor force characteristics cannot be addressed by the WECD. Growth can be studied by combining plants in the WECD to the ASMs (1990 and 1995). 

The first test for sex discrimination will be as follows: With no existence of discrimination, there should be no relationship between profitability and the ratio of male and female workers. Differences in wages must only reflect productivity; therefore, profits should be equal among firms and plants with different ratios of the sex composition of the labor force, since productivity and wages are the same. If this is not the case and firms or plants employing more women do earn higher profits, then there is evidence of sex discrimination. 

Different demographic characteristics of the labor force and firm or plant characteristics that might influence profitability are included as controls: age, industry, college, and output share. Another control added is the ratio of capital to shipment because the profit rate is not a good measure for capital expenditures, since the costs of capital flow expenditures are not subtracted from the measures of performances. The perfect situation would be if all variables except the ratio of capital to shipment have no influence on profitability, under the condition that profitability is measured according to economic profits instead of accounting profits.  
The second test (take out ‘which’) explores the implication that discrimination is likely to exist only where there is product market power: ´only among such plants are there positive economic profits that may be exploited to indulge the discriminatory tastes of some employers´ (Hellerstein et al., 2002, p.354). The purpose of this test is to examine whether market power has an influence on the relationship between profitability and the composition of the labor force. Longitudinal data on the plants have been used by comparing nondiscriminatory firms to discriminatory firms with respect to growth and change of ownership. Plants with no change in ownership between 1990 and 1995 indicate that growth is caused by output or labor force. Plants with change in ownership are not included in the growth regressions because discrimination for these plants is competed away by the market of plants, instead of the product market. 
The problem with testing Becker’s theory directly is the so-called infra-marginality problem. Becker’s theory says that there should be discrimination on the margin. However, we do not observe the marginal worker in general. Even though the research is compatible for testing Becker’s model and discrimination, the mechanism of how and why discrimination occurs remains unravelled, because data does not provide a detailed look at the firm hiring practices or promotions, so a qualitative research is more appropriate for explaining the mechanism. Also, the author claims that the possibility of other explanations exists. 
The findings from this study are very interesting. Both hypotheses have been tested, and the difference lies in the duration of the analysis: short-term and long-term. Starting with the first hypothesis, that female workers are discriminated against by receiving lower wages, we find that firms with market power that employ more women are more profitable; however, firms with no market power do not indicate to be more profitable. Therefore, we can conclude that in the short run female workers are being discriminated against by firms with market power. Hence, Becker’s theory is confirmed. 
The second hypothesis, that discriminatory employers will be worse off in the long run by preferring an inefficient labor force, does not confirm Becker’s theory. Becker claimed that discriminatory firms are less efficient than nondiscriminatory firms because higher wages are paid for the same productivity, thus higher costs. Even though the author admits that a period of five years might not be considered as a long-term period, there is no evidence that discriminatory firms or plants will be punished by experiencing lower growth or by re-adjusting their labor force. Therefore, we cannot conclude that discriminatory firms will be worse off in the long run.
According to Blau, Brinton, and Grusku (2009, p.45), human capital accounts for 10.5 percent of the gender wage gap in 1998.
2.3: Statistical discrimination
So far we have seen the taste discrimination model of Becker, and we have put this model to test. However, the explanation of the coefficient d of the taste discrimination model remains unclear. According to Becker, agents have a discriminatory preference for men over women. The tasted basted model of Becker implies that under perfect information men are unwilling to hire women, just because they prefer men. This is a more direct type of discrimination.

Why do agents have a preference for men over women? Defining the coefficient d is of considerable importance because it will give us more insight into the explanation of the discrimination towards women.

Since we assume agents to be rational and to maximize profits, we therefore cannot assume that the coefficient d represents discrimination completely. The neoclassical, developed after the work of Becker, provides more insight into this. When hiring employees, agents have no clear information about the employees’ productivity. Information about the employees is imperfect. It will take time before the employees’ productivity becomes visible and measurable, which makes hiring employees a costly investment decision. On-the-job investment has been identified as the major source of the agents’ preference for men over women (Mincer and Polachek, 1974), so further explanation is required to elaborate upon this. Other variables; education, job requirements, age, et cetera, will be considered equal among both sexes, since these variables have little or no effect and can be manipulated by the individual. 
Behavior of both sexes, career-wise, are not similar. According to Gronau (1988), women drop out of the labor force more frequently than men and are more concentrated in jobs that require substantially less training than the types of jobs that men dominate. Also, in comparison, more women work part time. These factors have a huge influence on the investment decisions of agents. The main reason for these factors is that women interrupt their career in order to spend more time taking care of their children. For this reason, women have more opportunity costs than men because women try to manage their set of roles. Consequently, their work productivity declines due to the fact that working hours decrease or vanish. Women who expect to drop out of the work force are less likely to invest in their job because its benefit would not increase, accordingly, less on-the-job training. On-the-job training requires employees to receive a lower wage during the training period. Once this training period is completed, wages increase by promotions due to higher productivity. Women in pregnancy are accorded leave from work for a specified duration of time that is determined by the country in which they live. These are costs for the firm, and the fact that women might drop out of the labor force will only increase the costs. As expected, agents invest less in female workers and more in male workers. The total effect of this is that agents consider men to be better suited for the job than women. This is called, statistical discrimination
, because the average man is considered to be better suited for the job than the average woman. Individuals are treated as the average because it is less costly. This is a more indirect type of discrimination towards women compared to the taste basted model of Becker. 

Usually, statistical discrimination is assumed to be a market failure. However, a study by Norman (2002) has shown that statistical discrimination can be efficient. An example will clarify this. Let’s assume there are two types of groups, group 1 and group 2. In group 1 most of the workers are experienced workers and in group 2 most of the workers are inexperienced. These workers differ in human capital. When these groups are assigned to a job, group 1 is more likely to be assigned to a more complex job and group 2 to a less complex job. Even though there are some inexperienced workers from group 1 assigned to the more complex job the distribution is efficient, because the majority of the workers are assigned correctly. The probability for an inexperienced worker from group 1 and for an experienced worker from group 2 to be assigned not correctly is higher, however, since this is only a small fraction of the groups the loss is dominated by the majority of the groups who are assigned correctly. This leads to more precise information than equal treatment and results in more benefits for the whole society because of the better information. Thus, statistical discrimination can be efficient. 

The reason for the statistical discrimination is that men rarely stay home or reduce working hours in order to take care of their children, while women do. Agents are aware of this trend, and they offer women lower wages considering women are less likely to invest as much effort in their careers as compared to men. The effect of lower wages is that it provides less incentive to women to invest in human capital.
Men are more readily hired and promotions are given more frequently to men, which results in higher wages for men. This investment decision stands for the coefficient d. Agents are willing to hire more men because it reduces future risks. Female workers are considered to be somewhat more unstable career-wise, so the preference for men is higher. What we see here is that the coefficient d is not necessarily based on discrimination, as Becker claims, but on risk. Even though a large group of women who are willing to give up a family for their career are being discriminated against, the uncertainty is, unfortunately, higher for women than for men. 
According to Blau, et al. (2009, p.45), 41.1 percent of the gender wage gap remained unexplained in 1998. Even though there are no specific percentages of how much taste basted discrimination and taste basted discrimination explain the gender wage gap, we can conclude that both accounted for less than 41.1 percent in 1998. 
Chapter 3: The Glass Ceiling Effect

3.1: The phenomenon
The glass ceiling effect is a term widely used by the media and academic publications. The definition of the glass ceiling effect is; “a transparent barrier that kept women from rising above a certain level in corporations… It applies to women as a group who are kept from advancing higher because they are women” (Morrison, 1987, p.13).

In other words, women can be promoted until a certain point. After that, certain invincible barriers prevent women from being promoted further. Currently, managerial occupations are being possessed by women; however, women going beyond managerial occupation does not frequently occur. The barrier occurs on the vertical promotion and not so much on the horizontal promotion. Vertical promotion describes being promoted to a higher function, while horizontal promotion describes a promotion that involves performing another function on the same level. These barriers occur both for men and women, but they do not occur at the same rate for both sexes. Many reasons may explain this phenomenon; however, its purpose is to indicate a difference between the bottom level occupations and the top level occupations.  It so happens that women at the bottom level face somewhat the same equality as men when being promoted. But in top level positions women are less likely to be promoted, in fact, more frequently never promoted. Figures and numbers support the glass ceiling effect: according to Fierman (1990), of the 4,012 highest paid managers in America only 20 of them were women. The same trend also existed in other countries. According to Reskin and Padavic (1994), the top management was male-dominated by 95 percent in Denmark and by 99,7 percent in Japan. Nevertheless, these facts can be misleading. An example will clarify this. 
Let’s assume there is a firm with six managerial hierarchy levels as shown in Table 1. The first case shows that the probability of being promoted for men and women is not the same. In fact, men have a 50 percent chance of being promoted, whereas women have a 25 percent chance. So at each level men have twice the probability of being promoted. The probability basically stands for discrimination, because gender plays a role for this ratio. The lower the probability, the higher the discrimination towards the gender.  The ratio of probability remains constant, and if there are 25 percent women in the firm as line supervisor, then only 1 percent will be in top management. 
The second case shows us different ratios of probability; the ratios start as in case 1 and decline for the higher hierarchy levels. The ratio of probability of being promoted to the top management is 1.16:1. If there are 25 percent women in the firm as line supervisor, then only 6 percent will be in top management. So, the second case is more preferable for women.

[image: image12.emf]
Source: Janeen Baxter, J. & Wright, E.O. (2000). ‘The Glass Ceiling Hypothesis: A Comparative Study of the United States, Sweden, and Australia’, Gender and Society, pp. 278.
However, both cases are not a reflection of the glass ceiling effect. The glass ceiling effect states that the probability of managerial promotion for women becomes smaller, if so zero. In other words, chances for women become smaller when trying to reach higher hierarchy levels or they face no chances at all. The first case shows a constant probability of promotion, whereas the second case shows a declining probability of promotion for men. Still, the ratio of women to men in top management is relatively low. 
Even if the discrimination is declining, the gender wage gap can still exist and be significantly large. We, therefore, cannot assume that a small proportion of women in top management is a sign of the glass ceiling effect. 

The following two requirements have to be met in order to distinguish the glass ceiling effect: 

1. The probability of promotion has to be declining for women as they move up the 

    managerial hierarchy. 

2. The first requirement has to be due to intensified barriers to promotion rather than  

    other mechanism.
3.2: Empirical Evidence 

Many studies have tested the glass ceiling effect, but only the study by Baxter and Wright (2000) has focused on how the probabilities of promotions change for men and women when being promoted to a higher level of management. 

Data for this study is provided by the Comparative Class Analysis Project, focusing on America, Australia, and Sweden.  Three survey methods were used; telephone, mail, and personal. The age restriction of the sample size was between 19 and 65 years old
. Six hierarchy levels were indentified: 0 = non-management, 1 = supervisor, 2 = lower management, 3 = middle management, 4 = upper management, 5 = top management. 

Measuring the probability of being promoted is limited due to non-standardization of hierarchies across organizations, movement of employees into and out of the organizational levels, and unmeasured individual characteristics. 

The model is based on a series of logistic regressions, with the following equation:

[image: image1.emf]                                                                                 

(1)

Pr stands for probability, n stands for level, n + 1 stands for a level higher than n. The coefficient B which is the gender gap in authority can be negative, positive or zero. If negative, the chances for women being promoted at the top two levels of hierarchy are lower than for men. If zero, then gender wage gap would not exist. If positive, the chances for women being promoted at the top two levels of hierarchy are higher than for men which would result in a gender wage gap in favor of women. The log works in favor of women being in the upper hierarchy level. The glass ceiling effect is supported if the odds decrease for higher level n, meaning that the coefficient B will become significantly more negative at higher level n than at lower level n.
However, other factors might influence the outcome of the study. Personal or job characteristics might have an influence on the outcome, therefore, these characteristics should be controlled. 
A second equation is used which includes these personal and job characteristics as controls. 
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(2)

X represents the control variables
 that might influence the gender gap. Other dependent variables
 are also used to perform the test. These variables are used for two reasons. First, the sample size is considered to be too small. The sample size will increase by grouping hierarchy levels together. This will increase the reliability of the test. Second, not all firms share equal hierarchy levels. Some firms have 5 hierarchy levels or less, indicating that level 5 is actually level 6. Therefore, grouping the levels together will result in smoothing these differences out. 
The results of this study show us different outcomes for different countries, except for the bottom level. For all three countries there is a statistically significant gender gap at the bottom level, meaning that the probability for women being promoted to supervisor level is significantly lower than for men. 
In America, the hypothesis is not being supported. Differences between the barriers at the bottom level and authority level are not significantly different, because the coefficient in the first equation is not more negative at the higher managerial level than at the lower managerial level, see appendix
. This means there is no statistically significant evidence that women face higher barriers at the upper hierarchy levels. Therefore once women have overcome the obstacles, they face the same probability as men. 
The results for both Sweden and Australia are somewhat less straightforward. Both for lower level management (level 2) and middle level management (level 3) the coefficients are significant and negative. The probability of women being promoted to middle level management is less than 50 percent compared to men, and a promotion for middle level management is around 30 percent
. It appears that the glass ceiling effect is located more around the middle-level management rather than at the top-level management for both countries, so this study cannot be used as a proof of the glass ceiling effect but, rather, more as an indication. 
However, the outcomes do provide us facts about hierarchy differences between men and women, showing that the gender gap in authority does exist, which results in gender wage gap since higher wages go along with promotions. 

The main reasons for the glass ceiling effect are considered to be old-fashioned sexism and the human capital investment decision from chapter 2 which we referred to as statistical discrimination. Nevertheless, we have to be careful when analyzing a firm. As a continuation of the previous example, if a firm has relatively more male employees and everything among employees is held equal (productivity, numbers of hours worked, et cetera) and there is no discrimination, the chances for promotion among men and women is equal, but there would still be a majority of men in the upper management just because there are relatively more men in the firm. 
Measuring and recognizing the glass ceiling effect is, by many studies, considered to be a good way of measuring discrimination more directly, because it measures the differential treatment of men and women on the job. It is considered to be a form of corporate discrimination, because women are being held back by higher barriers.
According to Blau, et al. (2009, p.45), 41.1 percent of the gender wage gap remained unexplained in 1998. Even though there are no specific percentages of how much the glass ceiling effect explains the gender wage gap, we can conclude that the glass ceiling effect accounts for less than 41.1 percent in 1998. 
Chapter 4: Sex Segregation 

4.1: Occupational Distribution
This chapter will give us more insight about the occupational distribution of men and women. Social forces tend to explain the sex segregation somewhat more than economic forces. During the 1960s, sex segregation was widely visible and declined relatively slowly due to the fact that men moved into female intensive jobs
. It was during the 1970s that sex segregation declined more intensively as a result of the movement of both men and women into neutral occupations
. The movement of women into management, administration, and executive was becoming more common which was seen as women being more accepted by men in the professional labor force. However, women were kept at a great proportion from male-dominated jobs until the mid-1990s. In the mid 1990s, the employment of women in male-dominated jobs was 4 percent, 58 percent in neutral occupations, and 38 percent in female-dominated jobs
. After the mid-1990s, the trend of women entering male-dominated jobs became more noticeable, and the neutral occupations were more or less equally distributed among both genders. Many studies have shown that female jobs, in contrast to male jobs, have lower earnings. 
Different theories explain segregation. Economists view the segregation more from the labor market, whereas, sociologists are more integrated into the household. 

Some economical explanations for segregation are as follows: The lower earnings of women are compensated by certain advantages. Women planning on having children in the future or dropping out of the labor market will choose jobs with higher starting wages as a compensating advantage, but with lower promotions and less on-the-job training. On-the-job training is a cost for the employee, which begins with lower starting wages but higher rewards after the training (Becker 1975). Since women are planning on staying in the labor market for a limited period of time and do not intend on continuous employment, appreciation in their human capital is considered as more of a disadvantage. Therefore, jobs with higher starting wages and lower appreciation of human capital are compensating advantages and more attractive to women (Zellner 1975). Less job investment is required. However, conflicts are notable by different studies. According to Greenberger and Steinberg (1983), female jobs requiring the same education as male jobs have lower starting wages. 
Study by England, et al. (1988), shows a contradiction in two studies; females planning on staying in the labor market for a long period of time will apply for male-dominated jobs (Waite and Berryman, 1985). While, on the contrary, a study by Lehrer and Stokes (1985) showed that women who were planning to spend a long period of time in the labor market had no influence on whether or not they applied for male-dominated jobs. 
A third compensating advantage to be considered is better working conditions. Jobs with more physical risks are compensated by higher earnings. Study by England, et al. (1988) has pointed out that a study by Filer (1985) has shown that jobs with more physical risk are more occupied by men. The difference in pay between men and women is explained due to the fact that women are crowded into certain occupations which results in excess supply and, consequently, wages have fallen. 
Sociologists offer the explanation that if the older generation makes a distinction between certain jobs for each sex, then the younger generation will adopt these views. However, discrimination and socialization work in both ways. Society offers women limited job options which results in these options being considered as preferences. Even though most women choose female jobs, they aim more than men for jobs of their opposite sex (England, et al, 1988). 
Another reason is statistical discrimination. This is actually not different from the economical view. Women are excluded from certain jobs because men on average perform better. Also, institutional factors keep women from certain jobs, one example being machines that are built suited to men. Age limitation also plays a role. Since women are likely to drop out of the labor market for a period of time due to pregnancy, age limitation causes them to fall back into other female-dominated jobs. 
4.2: Empirical Evidence
A study by England, Kilbourne, Farkas and Dou (1988), has tested four hypotheses in order to explain the wage differences and segregation between men and women. 
Data is taken from the National Longitudinal Survey (NLS) for young men and women. Surveys were conducted from 1968 until 1980. The age restriction of the sample size was between 14 and 24 years old. Each panel of survey consisted more or less of 5,000 individuals. Separate analyses were conducted for blacks and whites. The data is transformed into a pooled cross-section time series where individuals in a particular year are considered as a unit of analysis. Only individuals working 35 hours or more were taken into account. 

A model
 with fixed effects is used to perform the analysis, because it controls for unmeasured individual characteristics or preferences: 
Yit = b0 + ∑ bkXkit + eit 

(1)
Where:
eit = ui + vt + wit


(2)

The obtained coefficients which result from the dummy variables for each year and each person in the regression are fitted in the least squares (OLS) model:
Y٭it = b0 + ∑ bkX٭kit 


(3)

Where:
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False effects of unmeasured individual characteristics are removed by deducting the person mean from every individual. Removing fixed effects is of great importance because it controls for unmeasured individual differences between men and women. 

The study claims more accuracy in experience than cross-sectional analysis because it does not compare individuals with more or less experience but looks at how individuals build up the returns to experience. Also, Heckman’s correction version for sample selectivity has been used. The dependent variable
 of all regressions is the natural logarithm of hourly wages. Independent variables are years of education, marital condition, working hours per week, number of weeks of employment defined as experience, and percentage female in different occupations.

The first hypothesis will test appreciation and depreciation of the human capital theory. The second hypothesis will test sex segregation, whether women planning to work less will choose jobs with less depreciation. The third hypothesis will test the starting wages. The last hypothesis will test whether women have compensating advantages for lower wages.
The results:

The first hypothesis, that women in female jobs have less human capital depreciation, shows that this only applies for white women. Since three out of the four groups are incompatible with the hypothesis, it is not supported. 
The second hypothesis, that women who are planning to spend more time at home will choose jobs with less decreasing depreciation, shows that neither women nor men choose jobs with less decreasing depreciation when planning to spend more time at home. 
The third hypothesis, that women are compensated by higher wages, shows that this is not the case. Contrarily, women with low appreciation are not compensated by higher starting wages. In both cases, men have higher starting wages and receive more promotions. 

The last hypothesis, that women are compensated by other conditions besides higher wages, is not supported. There is no evidence that working conditions between male-dominated and female-dominated jobs are compensated by wages. This study supports the sociologists more than the economists. Therefore, the study claims that segregation is based more on discrimination.
According to Blau, et al. (2009, p.45), segregation explains the gender wage gap for 52.8 percent: occupation (27.4%), industry (21.9%), and union status (3.5%). 
Conclusion

This thesis is a literature review in which explanatory variables are described and tested in order to explain the gender wage gap. We have seen that discrimination is hard to measure and recognize. Four kinds of discrimination
 are distinguished: taste basted discrimination, statistical discrimination, corporate discrimination, and societal discrimination. Taste basted discrimination stands for the direct discrimination towards women under perfect information. Even though women will be as productive as men, they are considered to be not worthy to hire because men prefer working with men. Statistical discrimination represents the discrimination under imperfect information which is more of an indirect form of discrimination. Men are more readily hired because they are considered to be more loyal to their job, whereas, women are more likely to work part-time and interrupt their career more frequently. Therefore, agents invest more in men which results in a high preference for men. Corporate discrimination stands for the glass ceiling effect. Women are discriminated against by high barriers, which results in less frequent promotions for women. This allows men to earn higher wages and to dominate in higher management levels. Societal discrimination stands for the sex segregation. A mixture of statistical discrimination and tasted basted discrimination represents the societal discrimination. Women are kept away from jobs with higher wages and jobs with more training which result in more promotions. 
The reasons for these kinds of discrimination is due to women interrupting their career or reducing working hours due to pregnancy and/or more time is needed for taking care of their family. Also, even though the gender wage gap is narrowing, women are still not considered to be equal to men. This is proven by the glass ceiling effect and sex segregation. 

Many studies claim different explanatory power for the variables that explain the gender wage gap, however, studies by Blau and Kahn are considered to be reliable and used more frequently than other studies. In 1998, human capital explains the gender wage gap for 10.5 percent, discrimination 41.1 percent, and sex segregation 52.8 percent.  A percentage of 6.7 should be subtracted because women were considered to be more highly educated, explaining that educational attainment has no influence on the gender wage gap. Even though the glass ceiling effect is not measured directly, and most studies do not give an indication of how much it explains the gender wage gap, a part of the 41.1 percent is due the glass ceiling effect. If the glass ceiling effect did not exist, women would face the same barriers as men which would result in an equal distribution of men and women at the top management level. This would lead to higher wages for women which would narrow the gender wage gap even further. This is not the case, however, because women face higher barriers than men. 
Many studies take a quantitative approach when analyzing the gender wage gap. Therefore, the limitation will be a proportion that will remain unexplained due to the fact that discrimination can not be defined through numbers. For further research, a qualitative approach can be very interesting. It is more likely to explain the mechanism of discrimination and to give more precise percentages of the explanatory variables. Studying women at job interviews and their work performance and comparing them with men is an excellent beginning to exploring this issue. More time and money will be required; however, the outcome will be more precise. 
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� See appendix 1.


� This model has been formulated by Arrow (1973).


� See appendix 2, table 1 for descriptive statistics. For further details about the data, see Hellerstein, Neumark, and Troske (1999). 


� This term has been used by Arrow (1973), which was developed after Becker’s work.


� See appendix 3, table 1 for a detailed view on the data. Sample size was approximately 1,000 individuals.


� This first equation has been formulated by Baxter and Wright (2000).


� Second equation formulated by Baxter and Wright (2000).


� See Appendix 3, table 2 for the control variables that might influence the gender gap. These variables are included in the second equation.


� See appendix 3, table 3.


� See Appendix 3, table 4 for the coefficient.


� Bèta’s -.76 and -1.06 from table 3 are coefficients of the first equation which result in these percentages. 


� Levine, L. Report for Congres: ‘The gender wage gap and pay equity: is comparable worth the next step?’. 2003.


� Rytina, N.F & Bianchi, S.M. (1984). ‘Occupational Reclassification and Changes in Distribution by Gender’, Monthly Labor Review, p. 14. Here, 20 percent or less was female in male-intensive occupations. In the female-intensive jobs, more than 60 percent was female. For the neutral occupations, females ranged between the 21 and 59 percent. 


� Wootton, B. (1997). ‘Gender Differences in Occupational Employment’, Monthly Labor Review, pp. 19-20.


� All four equations come from the study of England, Kilbourne, Farkas and Dou (1988). See this paper for the definitions of the equations.


� See appendix 4, table 1 for the variables which were used for the regression. 


� Both societal and corporate discrimination are used by Polachek. See Polachek, S. vs Blau, F. (2003). ‘Why Is There a Gender Wage Gap and Why Is It Shrinking?’, Debate.







