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This thesis looks into the role of most-favored customer clauses as a factor that facilitates collusion, i.e. makes a cartel less likely to fall apart. The MFC clause is a promise by a firm that should it lower its price within a certain timeframe, it will rebate the price difference to past customers. Although most current literature assumes this clause to be a facilitating factor, I find that there are at least some circumstances for which the clause actually makes collusion less stable. I illustrate these results with numerical examples.

Introduction
A way for firms to achieve higher profits is to collude, explicitly or tacitly, with competitors in order to raise prices towards the monopoly level. The collusive equilibrium can be achieved in various ways. Firstly, companies can have direct contact and decide to raise prices to a certain level that maximizes joint profit. Even without direct communication, however, firms could either ‘signal’ the desire to raise prices to a certain level (by for instance publicly announcing a price raise) or simply assume that the other company is aware of the fact that lowering its prices would induce a hurtful response by the other company
.

Many factors influence whether or not companies are able to tacitly reach and sustain a price above the competitive equilibrium. One factor thought to be of some influence is the (retroactive) most-favored-customer (MFC), or most-favored-nation, clause adopted by some companies. This clause gives customers the assurance that, should the company reduce its prices during a certain time frame, this reduction will be also be given to past clients. Another form of the MFC clause is the contemporary MFC, which promises not to price-discriminate in the current period
. In this thesis the term MFC will, however, refer to the retroactive version.

Research on the anti-competitive effect of MFC clauses
Cooper (1986) investigates the effect of MFC clauses on the ability of firms to tacitly reach a (more) collusive outcome, that is, a higher noncooperative price. He concludes that in a two-period Bertrand duopoly, if at least one company adopts an MFC, firms find it way easier to reach a higher noncooperative price level. The intuition behind this result is that when setting first period prices, companies take into account the effect of an MFC on second period prices. If one company adopts an MFC, it has a lower incentive to cut prices in the second period. Moreover: when price cuts are small, the costs always outweigh the benefits. Knowing this, the other company is best off by not or only very slightly cutting its price in the second period. Foreseeing this, both companies will select a price above the competitive equilibrium in period one.

Because MFC clauses allow both companies to charge a higher price and make more profits, in equilibrium, at least one but possibly both will adopt such a clause. Neilson and Winter (1993) focus on this last conclusion and find that, unless a very restrictive assumption is made, it is unlikely that both companies will adopt an MFC clause. They confirm, however, the conclusion that one company will do so in equilibrium. The intuition behind this result is that when both companies have an MFC clause, they both have an incentive to undercut the other company’s price in the first period (knowing that the other company won’t be able to drop its price too much in the second period), thereby eliminating the anti-competitive effect of the clause. 

Baker (1996) identifies another anti-competitive effect. When upstream firms offer MFC clauses to downstream buyers, these downstream firms are assured that entrants or competitors won’t be able to bargain a lower input price. This may in turn dampen competition at the downstream level, so that the effect of an MFC clause may be anti-competitive in two markets at once.

These results have not been left unnoticed by the authorities. German competition law explicitly forbade MFC clauses until a 2004 EU harmonization directive and the Federal Trade Commission (FTC) ruled specific instances of the clause to be anti-competitive in several cases, amongst which the famous Ethyl-Du Pont case. The FTC analyzed that by forcing companies to give discounts to all former customers, the MFC clause prevented companies from lowering prices in the first place. This verdict was, however, later overruled by the Second Circuit on appeal, although it agreed in principle with some of the possible anti-competitive effects of the clause. However, the Second Circuit concluded that absent an explicit agreement, at least some evidence of anti-competitive intent must exist for the behavior to be punishable.

Although little empirical research has been done on the effects of MFC clauses on competitiveness, a small study by Chen and Liu (2009) on the price effect of an MFC clause offered by numerous online shops concluded that competition actually intensified after the clause was introduced. The opposite was concluded by Scott Morton (1997), who studied MFC clauses pharmaceutical companies agreed on with one big client, the federal Medicaid program. The average price of drugs rose slightly after the introduction of that clause.

MFC clauses as facilitating practice

These models only show, however, that reaching a collusive outcome (or at least: an outcome that is more favorable than the normal competitive one) is easier with MFC clauses present. Once the collusive level is reached, however, it is all but obvious that it can be sustained. All companies need to be better off colluding than they are if the deviate from the collusive price. It is not obvious what the effect of an MFC clause is on the sustainability of collusion. 

In many textbooks, it is assumed that MFC clauses are a facilitating factor for collusion. Hylton (2003) calls it “a neat solution to the cartel instability problem”, referring to its ability to reduce price-cutting incentives for the company that adopts the clause. Similarly, authors like Salop (1986) and Kwoka Jr. and White (2003) see it as a facilitating practice, all with this same reasoning.

Motta (2004), however, refutes the notion that MFC clauses are per se a facilitating practice. On one hand, he reasons, deviating becomes more expensive to the company that has adopted an MFC clause, which helps the collusion. On the other hand, punishing the other company for a deviation, an essential tool to prevent that company from doing so in the first place, becomes more expensive, since it would mean lowering prices. Holt and Scheffman (1987), in a study on best-price policies (which are not limited to but do include most-favored-customer clauses), remarked that MFC clauses would make it harder to initiate a discount or match a selective discount offered by a competitor
.

In this thesis, I will investigate the effect of an MFC clause on the sustainability of collusion. The question is: once a joint-profit maximizing equilibrium has been reached, will introducing an MFC clause for one of the companies make it more or less likely that this price level can be sustained. Since this form of collusion, where deviation is prevented by introducing a punishment phase after a company deviates, is never sustainable in a finite horizon game
, I will analyze these effects in an infinite horizon game, which is another difference with current literature on the subject. 

This thesis is organized as follows. Firstly, I will analyze the basic model and draw conclusions from it, including some policy implications. Secondly, I will offer a numerical example of the results, to analyze the approximate impact of what has been concluded. Thirdly, I will briefly speculate on the possible effect of letting go of one the assumptions made.

1. The effect of an MFC-clause on the sustainability of collusion

1.1: Model
To find out what the effect of introducing an MFC clause is, I’ll analyze a model with the following properties:

1. There are two companies (1 and 2) with differentiated products who compete on prices (Bertrand game) for the same customer base.

2. Both companies have the same marginal costs c and the same discount factor δ (δ = 1/(1 plus the interest rate)) 

3. The game is played infinite times

4. At the beginning of each period, both companies set their prices non-cooperatively

5. At t=0, companies set their prices at the monopoly level. In every concurring period, each company sets the price at monopoly level if the other company did so in all periods before. Otherwise, companies return to the one-shot equilibrium forever.

6. Company 1 faces the residual demand function [image: image2.png]D **(p1,p2) = a— bpy +dp,



 whereas company 2’s residual demand is [image: image4.png]D7**(p1,p2) = a— bp, +dp,



. 
7. The variables b and d, the marginal costs c and the variable a are the same for both companies, with b > d and a,b,c,d > 0.
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, which imposes some restrictions on a
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, so a > (b-d) c.
This is a fairly standard Bertrand duopoly with some assumptions (most importantly: symmetries between the two companies). Assumption 7 rules out the unlikely outcome that a company demand is more dependent on the other company’s price than on its own
. Assumption 8 is simple economic common sense: no company will ever offer its good for a negative price and make a loss on every unit it sells. The non-negative demand condition is also quite straight-forward, although it is very important in this context, as we will see. The 8th assumption also rules out the (trivial) situation in which companies never sell anything when both pricing at marginal costs, since this would first of all mean that neither company has a reason to stay in the market and, besides that, render research on the MFC clause useless since its effect is dependent on demand (in the last period). By assuming that there is at minimum some value at which both companies want to produce the good and at least have some demand, we know that there is at least some value for which the MFC clause will have an effect.

Since current literature has at least, though in a different context, established that, given assumption 7, only one of both companies will adopt an MFC clause, I shall take this as my starting point (see the introduction for the reasoning behind this). The (retroactive) MFC clause is offered by company one as from t=0 and consists of the guarantee to all customers buying in period n that, should company 1 lower its price in period n+1, these customers are given this same rebate. 

1.2: Results without MFC clause

To establish a proxy with which we can compare the situation with MFC, I will start off by calculating the necessary data in a model without an MFC. To calculate incentive constraints, a number of things have to be established. The IC for any of the two companies without MFC clauses is basically:
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Where the respective profits are the profit from colluding (col), the one-period profit from deviating (dev) and the profit during the punishment period after a deviation (bn, the Bertrand-Nash equilibrium). I’ll go through the process of calculating these expressions one by one.

Bertrand-Nash profits

The one-shot equilibrium is the set of prices p1, p2 for which neither company can do better by charging a different price. Because of the assumed symmetry between the companies, I can start by simply optimizing one firm’s profit function:
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Optimizing w.r.t. p1:
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Companies are symmetric ([image: image17.png]


):
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Knowing the prices, we also know the profits each company makes:
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Colluding profits:

When companies collude, they select the price that optimizes their total surplus. 
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Companies are symmetric ([image: image22.png]


):
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This gives the profits each firm makes:
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Deviating profits

If a company decides to deviate from the collusive outcome, it will always choose a deviation that gives it the highest pay-off. The question is therefore basically: what is the optimal deviation for company 1 (2) if company 2 (1) remains at the collusive price-level? Without loss of generality I’ll consider the case where company 2 wants to deviate:
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Differentiate w.r.t. [image: image29.png]


:
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Which gives us the profits company 2 makes when it deviates:
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Incentive constraint

With all the data present, the incentive constraint can now be shown:
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As we will see, it is unnecessary to simplify this or calculate the threshold level for δ.

1.3: Results with MFC clause

Having calculated all necessary data for the case in which there is no MFC clause, I will now look at the same data for the case in which company 1 starts offering an MFC clause as of period one. Before I start these calculations, there are two things that need clarification:

Offering the MFC clause

As we have seen, if one company offers an MFC this usually constitutes a pareto improvement as compared to the situation where no company has such a clause. Since even the company that restricts its own price flexibility gains, we can always expect at least one company to offer an MFC clause. When companies reach the shared profit-maximizing price level, however, and the company without an MFC clause deviates from it, company 1 may be better off not offering the MFC clause afterwards.

In fact, it seems obvious that after a deviation, company 1 wants to get rid of the MFC clause as soon as possible. The reason why the company was better off offering the clause, was that it helped to sustain a price above the competitive equilibrium, which naturally gave the firm a higher profit. Since, however, in a Bertrand model, the best response to a price cut by the other company is an (even steeper) price cut
, the MFC clause stops being an asset and becomes a liability at this point. 

In the period after deviation, company 1 misses out on quite a bit of price flexibility because of the fact that it has to repay any price cut to all of its customers from the period before. However, it can increase its price flexibility in the second period after deviation by not offering the MFC to any new customers. Since it doesn’t forego any higher profits by doing so (since company 2’s deviation is going to drive prices down to the competitive level anyhow), the choice seems to be an easy one. That is why in the following calculations, company 1 will stop offering the MFC clause to new customers after a deviation

Which company deviates?

Another question of interest is: which company will be most likely to deviate? While companies where completely the same
, this question was irrelevant. Now, however, companies face different profit functions after the first period. If we assume that deviation takes place after that moment, it seems reasonable to assume that the company without the MFC clause will be the one that deviates. 

The MFC clause makes the price cut that constitutes the deviation more expensive, it basically attaches a marginal cost to lowering the price. Since the MFC clause is essentially what separates the companies from each other, and this clause has a negative effect on the ability to deviate, I will use the other company as the deviator in the following calculations. Obviously, the fact that company 2 is more likely to deviate doesn’t necessarily exclude the possibility that company 1 also wants to do so. It does mean that as long as the incentive constraint of company 2 holds, the constraint of company 1 will too. It is therefore justified to focus on a deviation by company 2.

Comparing the situations

Although the situation clearly changes when company 1 introduces an MFC clause, not all variables are affected. The price that optimizes joint profits is unchanged, so the left hand side of the IC remains the same. This is true because at the time that companies set their prices at the collusive level (t=0), the MFC clause doesn’t have any effect yet (since it’s retrospective). Even if companies would set their prices to this level at a later moment, however, the MFC wouldn’t affect it since it only alters company 1’s profit function when the company lowers its price as compared to the last period. Given the fact that the collusive price is the highest price any company will ever charge, raising prices to this level won’t have any consequences for company 1’s profits.

If company 2 decides to deviate, it will still do so by optimizing its own profit function given the fact that company 1 sticks to the collusive price. Since that price hasn’t changed, the optimal deviation also remains unaltered. Note that this is a myopic way of choosing the optimal deviation: with the MFC clause present, company 2 may want to deviate less to make sure company 1 keeps enough demand to hinder it in the punishment phase. However, company 2 would only do this if the loss of having less profit during the deviation period would be offset by increased profits during the “adjustment” period (see underneath). Therefore, if I can establish that the right hand side of the IC increases with the MFC clause, this result is valid a fortiori in the case that company 2 doesn’t myopically pick its best deviation price.
After the initial deviation, the MFC limits company 1 in its ability to punish company 2. Where under normal circumstances companies would lower their prices to the Bertrand-Nash equilibrium, company 1 now faces costs when lowering its price. It is therefore all but obvious that its best option is to lower its price to the Bertrand-Nash equilibrium. Two periods after the deviation, company 1 no longer has the effect of an MFC clause (it abolishes it the period after deviation) and companies return to the regular Bertrand-Nash Equilibrium.

Given these considerations, the IC of company can be summarized as:
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, the only new variable, signifies the profits company 2 makes during the period after deviation (the “adjustment” period in which the MFC clause still has an effect). It is obvious from this IC that the left-hand side remains unchanged, whereas the right hand side sees one period of profits [image: image38.png]-bm



 replaced by profits [image: image40.png]


.


The equilibrium one period after deviation

In the period after deviation, company 1 faces the following profit function:
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 is the residual demand company 1 faces in the period of deviation and [image: image45.png]at\bmdlc
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 is the price company 1 charged in the last period (the collusive price). The 3rd and 4th term are the effect of the MFC clause.

We know the optimal deviation price of company 2 and we know the price company 1 charges while company 2 deviates. Therefore, we can simply fill in these prices in the residual demand function to get [image: image47.png]
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Note that for some values of b and d, this demand can be < 0. This stems from the fact that for sufficiently low deviation prices of company 2, the demand for company 1 is negative when all variables are filled in in the residual demand function. It is, however,  essential especially here (but also in general) that demand should never be negative, first of all since it makes no sense economically, but also because it would reverse the functioning of the MFC clause, making a price drop cheaper instead of more expensive. 

As usual, therefore, non-negative residual demand is assumed, which leads to the conclusion that when the deviation price of company 2 is sufficiently low, company 1 is unaffected by the MFC clause when punishing. In that case, company 2’s decision on the deviation would also not be influenced by the MFC clause company 1 has adopted. Therefore, we know the outcome when [image: image50.png]DEEY < O
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 (which leads to the same outcome under the assumptions made): the MFC clause has no effect and companies will just act as they would have under the situation where no company has an MFC clause. Knowing this, I will from now focus on the more interesting situation where [image: image54.png]DEEY = 0



, so that the MFC clause does have an effect on companies’ decisions.

All knows variables can now be put into the profit functions of both companies, which can then be differentiated w.r.t. the respective prices:
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This set of equations can be solved. First we distill the price of company 2:
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We can now fill this in the differentiated profit function of company 1:
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Which leaves us with only one variable, so we can solve this for [image: image60.png]


:

[image: image61.png]- (—6b* +4bd + 3d*)a + (db(3d — 2b) —2b° + d®)c

Pr 2(d—b)(2b—d)(2b +d)




Now that we know [image: image63.png]


 we can calculate [image: image65.png]



[image: image66.png]_ (2db(b +3d) +d*—8b%)a+ ((d°b + 6b° + d°)d — 8b%)c
P2 = To(d—1b)(2b —d)(2b +d)





1.4: Comparison of the results

As said, since the IC’s for company 2 with and without the adoption of an MFC clause by company 1 differ only in the first period after deviation, we need only establish whether or not the profits for company 2 go up in this period. Directly comparing the two profits is a fairly unpleasant task, given the fact that the profit function in the adjustment period is a 4th degree polynomial. Doing so is, however, also unnecessary. What I will do is simply compare the prices [image: image68.png]
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 of the situation with and without an MFC clause. As long as both prices are above the non-MFC Bertrand-Nash equilibrium but below the collusive price, I’ve also proven that the profits of firm 2 will go up.

In order to do this comparison, I will rewrite the price functions in the situation where there is an MFC clause to simply include company 1’s residual demand in the period of deviation, denoted as [image: image72.png]
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We know the non-MFC Bertrand-Nash equilibrium price:
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The question is whether or not the prices during the adjustment period when company 1 has an MFC clause are higher than the non-MFC Bertrand-Nash prices. From the above functions, it is easy to see that this is true when [image: image77.png]


.

Since this is per definition true (since I’ve defined the demand as non-negative), we know that the profits for company 2 either go up or remain the same (if [image: image79.png]Dé¥(res)




). This shows that the introduction of an MFC clause either changes nothing to the incentive constraint (as mentioned, when [image: image81.png]


) or makes deviation more attractive, thereby destabilizing the collusion.

Just to make sure that the prices I found are indeed in between the Bertrand-Nash equilibrium and the collusive outcome; first check for [image: image83.png]
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Which is true at least for all positive values for [image: image87.png]


. The same calculation for [image: image89.png]
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This is also true at least for all positive residual demands. 

1.5: Implications of the results

The results are surprising to the extent that they go against the conventional wisdom that MFC clauses act as a facilitating factor. These results actually show that the MFC clause may be able to harm the sustainability of the collusion by making it harder to punish a deviation. The reason that there is such a clear-cut shift of balance between the two effects described by Motta (2004), making punishment harder while making deviation more expensive, is that only one company adopts an MFC clause. If companies are symmetric, this means that the company without MFC clause will have the greatest incentive to deviate, thereby eliminating any possible effect of more costly price cuts caused by an MFC clause, but leaving the effect of more expensive punishment. 

If companies were to be asymmetric to the extent that roles were reversed, e.g. that the company with the MFC clause would still have the greatest incentive to deviate, the results may turn out to be quite the opposite. In that case, the effect of the costs of deviation is apparent, whereas the company without the MFC clause is the one to punish, which eliminates the other effect. Moreover, if both companies adopted an MFC clause, both effects should indeed kick in, so that the net effect on the sustainability of collusion would be unclear.

The results of this thesis are, however, important to the extent that they study the situation that seems to be most likely to occur. Firstly, asymmetries must be considerable should they be able to outweigh the reduced price flexibility caused by an MFC clause. Secondly, as previous literature has shown, the adoption of an MFC clause by one company makes it at least unlikely that the other company will do so too, although it is unclear whether or not this results only holds for ‘normal’ competition, that is, non-collusive behavior by the companies. 

Moreover, this model goes to showing that there are circumstances, and not even the rarest ones, under which MFC clauses are not at all beneficial to a collusion. This is formal evidence for Motta’s claim that the net effect of an MFC clause cannot be determined under a per se rule. It goes against most other authors and, for instance, the Federal Trade Commission that have all expressed the believe MFC clauses are always a facilitating factor. The implications of that result are that in antitrust cases, authorities should be extremely cautious in labeling MFC clauses a facilitating factor. Although current literature has reasonably established that an MFC clause may have anti-competitive effects, there is almost no way of telling whether or not it helps a collusion, and should therefore not be considered as a factor when assessing whether or not collusion took place in a certain case.

Finally, and this is purely an educated guess, I would like to offer some thoughts on the effect of altering this model to include MFC clauses for both companies. It seems apparent that both the effects on the incentive constraints for collusion should in that case be present. Although it should in the future be formally shown which effect would be dominant, there is some evidence that points in the direction of the cost-of-deviation effect. The reasoning behind this is as follows: the effect of a retroactive MFC clause depends on the output in the period before (or perhaps several periods before). When a company with an MFC clause is deciding on deviating, this variable is at the collusive level, which tends to be relatively high. When deciding on a punishment, however, this variable is much lower, given the fact that the other company’s deviation has probably eaten away a lot of demand in the last period. Therefore, it seems likely that this punishment effect will be dominated by the effect of higher deviation costs in such a model.
2: Numerical examples

Having established some basic conclusions, I will now look at the approximate impact of these findings when a score of values for all variables are used. The most important variable in the incentive constraints is obviously the profits made by company 2 during the first period after deviation as compared to the normal Bertrand-Nash profits should there be no MFC clause. I will summarize these and one control variable for multiple values of a, b, c and d:
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 are the respective prices of company 1 and 2 in the period after deviation if company 1 has an MFC clause. [image: image98.png]Tons1



 signifies the profits made by company 2 in that period under those circumstances. [image: image100.png]Den



 stands for the Bertrand-Nash price without an MFC clause, whereas [image: image102.png]TaN



 is the profits made under those circumstances. Lastly, as a control variable, I will calculate [image: image104.png]Pcol



, the joint-profit maximizing price.

2.1: Changing a, ceteris paribus

b=0,7 | d=0,5 | c=1

	a
	[image: image106.png]D1r+1



 
	[image: image107.png]P2s+1




	[image: image108.png]Ty 51




	[image: image109.png]PeN




	[image: image110.png]Tpx




	[image: image111.png]PcoL





	5
	6,54
	6,41
	20,47
	6,33
	19,9
	13

	10
	12,32
	12,04
	85,35
	11,88
	82,99
	25,5

	15
	18,09
	17,67
	194,64
	17,44
	189,29
	38


2.2: Changing c, ceteris paribus

a=10 | b=0,7 | d=0,5

	c
	[image: image113.png]D1r+1



 
	[image: image114.png]P2s+1




	[image: image115.png]Ty 51




	[image: image116.png]PeN




	[image: image117.png]Tpx




	[image: image118.png]PcoL





	1
	12,32
	12,04
	85,35
	11,88
	82,99
	25,5

	5
	15,39
	15,14
	71,99
	15
	70
	27,5

	10
	19,24
	19,01
	56,88
	18,89
	55,31
	30


2.3: Changing b and d, ceteris paribus

a=10 | c=1

	b | d
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	0,2 | 0,1
	43,90
	36,48
	251,70
	34
	217,8
	50,5

	0,3 | 0,2
	28,84
	26,78
	199,40
	25,75
	183,77
	50,5

	0,5 | 0,2
	17,50
	14,00
	84,51
	13,13
	73,51
	17,16

	0,5 | 0,49
	20,59
	20,59
	191,85
	20,59
	191,85
	500,50

	0,7 | 0,5
	12,32
	12,04
	85,35
	11,89
	83,00
	25,5

	0,9 | 0,8
	10,9
	10,9
	88,21
	10,9
	88,21
	50,5


Some conclusions can be drawn from these figures. Firstly: although profits in the period after deviation are usually higher (or at least as high) as the Bertrand-Nash profits, the impact isn’t world shocking (approximately 2-10%). This corresponds to my earlier hypothesis, that the MFC clause’s effect on the ability to punish is greatly tempered by the fact that demand is relatively low in the period of deviation. We can also see that for some values of b and d, demand in the period of deviation for company 1 becomes zero. In those cases, as calculated before, the price functions of both companies simply equal the Bertrand-Nash price ([image: image127.png]


.  

3: Final note: can an MFC clause be a facilitating factor?

The results of this thesis, namely that collusion becomes less stable when one firm introduces an MFC clause, holds when companies’ prices are the same (that is, [image: image129.png]pl =p2



). This result is logical when companies are fully symmetric, but may not be when only one company adopts an MFC clause. Since the company with the clause has a disadvantage in its price flexibility and cannot punish a deviation the way it would want to, that company (say, company 1) may want to allow company 2 to (slightly) lower its price beneath the collusive price without any reaction. That would be the optimal reaction for company 1 as long as:
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Where [image: image132.png]


 is the profit company 1 makes when it accepts a lower [image: image134.png]


 while keeping [image: image136.png]


 at the collusive level. The other variables are the same as before, only now for company 1. By allowing company 2 to drop its price, the stability of the collusion is increased (company 2 has the biggest incentive to deviate, but now the profits from staying in the collusion rise). Here, the MFC actually ensures that company 1 has an incentive to allow company 2 to make more profit and stabilize the collusion. On the other hand, company 1 still has the effect of higher costs of punishment. Which one is highest then determines whether or not the collusion becomes more stable or not.

Just to illustrate my point, I will give a numerical example of this. To keep things simple, I will assume that the demand in the period of deviation for company 1 is zero, so that [image: image138.png]


. In that case, we only want to know for which values of [image: image140.png]
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In full, that is:
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Which solves for:
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Filling in some random figures (a=10; b=0,9; c=1; d=0,8), we can calculate that the old collusive price was 50,5. Company keeps this price, whereas company 2 is allowed to lower its price to 46,54, raising the profits for company 2 from 245,03 to 387,73. Since the demand in the period of deviation was 0, there is no effect of the MFC on the profits during the periods after deviation. Therefore, in this example, the collusion has become stronger because of the MFC clause. 

This example shows that there are (at least some) cases in which the MFC clause may still make the collusion more stable. Obviously, it is not very likely that the residual demand in the period of deviation will indeed be 0 in a heterogeneous goods model, so the question remains which effect would be stronger if punishment is indeed made more difficult by the MFC clause.

4: Conclusion

This thesis has shown that in a heterogeneous Bertrand duopoly with infinite horizon, the introduction of an MFC clause by one company can destabilize collusion. These results do depend on a couple of assumptions, most importantly that only one company adopts the clause and that the company that has the clause punishes every deviation from the collusive price. Although there exists some proof for the first assumption, it is unclear what the effect would be should these assumptions be omitted. Further research should focus on this. Furthermore, it may be interesting not to fix the payback period of the MFC clause to one period, thereby eliminating the distorting effect of low demand in the period of deviation.

Although many questions remain, I feel this thesis provides some first formal insights into the effect of the MFC clause on the sustainability of this kind of collusion. It shows that, contrary to what most economists believe, there are at least some circumstances under which an MFC clause can be quite the opposite of a facilitating factor. Because even in an economic model, it’s hard to establish when an MFC clause functions as a factor that facilitates collusion, the case for authorities to label it as such looks very weak.
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� See Green and Porter (1984)


� See Besanko and Lyon (1993) for more information on the contemporary MFC clause


� Their model did, however, only study the effect of three different price-policies offered at once in a homogeneous goods model and again, their focus was really on the general anti-competitive effects.


� This is easy to see: if companies main reason for not deviating is a punishment they receive afterwards, they will always deviate in the last period in a finite horizon game. Anticipating this, both companies will already deviate in the very first period, making collusion unsustainable. Schnitzer (1994), however, shows that even in a finite horizon game, an MFC clause may be able to reduce competition in the last period (in this case: reduce the chance of deviation). This effect is however, she concludes, relatively small and doesn’t hold when entry into the market is possible.


� It means that � QUOTE � ��� and � QUOTE � ��� 


� See Neilson and Winter (1993) for a discussion of this particular topic


� In the words of Bulow, Geanakoplos, and Klemperer (1985), prices are strategic complements


� Note that both companies’ incentive constraints are even equal in their discounting factor, since � QUOTE � ��� 
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