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1. Introduction

This research tries to find a relation between information about R&D expenditures and the stock prices. This value relevance research is performed in the automotives industry. The first chapter provides an introduction of this research. First some actualities will be discussed. In the second section the research question and the sub questions will be provided. Afterwards, the objectives, for whom this research is relevant and the new methods used in this research will be described in section four. At the end of this chapter the structure of the paper will be described.
1.1 Actualities

The problem of this research arises with the discussion if projects on research and development of new services and products lead to future benefits. If a firm concluded that R&D projects lead to future economic benefits, they must capitalize their development expenditures in the balance sheet (under IAS 38). If there is an identical company in the US (under FAS No. 2) or Japan; the R&D expenditures need to be expensed in the income state. 

The methods that are prescribed are called the successful-efforts method (partly capitalizing) and the cash-expense method (expense when incurred) ((Healy et al. (2002)). This research tries to find, which method is more value relevant to the users of the financial statements. 

The cash expense method is used by Toyota in its 2007 annual report:

‘Research and development costs are expensed as incurred and ¥755,147 million, ¥812,648 million and ¥890,782 million ($7,546 million) for the years ended March 31, 2005, 2006 and 2007, respectively.’
The successful-efforts method is used by Audi in its 2007 annual report:

Spending on research and development activities in the 2007 fiscal year totaled 2067 EUR million. 497 million of which satisfy the criteria for recognition as an asset under IAS 38.

Before focusing on the R&D expenditures and the value relevance of these figures it is good to know what R&D projects are and how they became relevant for producers and consumers. This is an example relevant in this world of the changing environment. 
The world was faced with the changing environment by former vice-president of the United States of America Al Gore by and his movie about the changing environment in “An Inconvenient truth”. One of the most urging problems is the car emissions. This is an opportunity for the automotives industry. The car producers are trying to develop vehicles that will reduce the CO2 emission. 
A German automotive producer is trying to reduce the CO2 emission drastically. In the long run this automotive producer is developing, as they call it, the F-CELL. This type of engine works on hydrogen and oxygen, which together lead to a chemical reaction that drives the electric engine. At this point in time this company is doing a second test with 400 F-CELL vehicles. The main problem during the first test in 2004 was that the 60 F-CELL vehicles had a driving range of only 180km. This is to less for people to use. The new prototype the F-CELL has a driving range of 400km. Another development between the first and the second test was that the horse powers increased from 85hp to 135hp. This way the automotives industry wants to anticipate on the demand of the users and to reduce the CO2 emission. This is an example of the R&D project in the automotives industry. There are many other examples possible. Another example could be new fashioned vehicles.
The environment is changing and the consumers and producers are adjusting their needs towards a world that is more in equilibrium. This research focuses on the producers in the automotives industry. The research and development projects are large and cost a lot of money. The question relevant in this research is: how are those expenditures reported to the stakeholders of a company? Management is accountable for the results at the end of the year. To inform the stakeholders there are several approaches. First method is by voluntary disclosing information. This information contains the development stage of a new product and how good this product is. The second method is by recognizing the R&D expenditures. This is interesting, because overstating of the assets can lead to litigation problems (Watts 2003, 216), which would argue for a more conservative approach (cash-expense method). Oswald (2008, 22) argue that R&D expenditures spend on successful project will lead to future benefits. This difference is also incorporated in the accounting standards. The IASB prescribes in IAS 38 that development expenditures that are spend on successful projects must be capitalized and other must be expensed in the profit and loss account. The FASB prescribes in FAS No. 2 that all R&D expenditures must be expensed in the profit and loss account. This research will test both accounting methods and provides answers on which method is more value relevant for users. The next section provides the main question and sub-questions, which will be answered in this research.
1.2 Research question

It is obvious that in the automotives industry R&D is an important part of the business strategy. The focus of this research is from an accounting perspective. Financial statements are examined on their usefulness with respect to reported R&D expenditures. More specifically, this research investigates the value relevance of the reported R&D expenditures in the automotives industry. To relate the value relevance of R&D expenditures in the automotives industry to an accounting perspective some elements need to be explained. Visiting the website of the ‘Organisation Internationale des Constructeurs d’Automobiles’ (OICA 2007), showed that most car producers where located in the United States, European Union and Japan. The automotives industry population exist of 107 listed car producers around the world. Based on the criteria that will be discussed in chapter four “Research design” the sample of firms is approximately 30 producers. This is a coverage of 28%. Those firms will be tested over the period from 2000 to 2007.

These regions had an own accounting board that provide separate accounting standards. The different accounting boards provided different standards for recognizing R&D expenditures in the financial statements. The FASB prescribes in SFAS 2.12: “All research and development costs encompassed by this Statement shall be charged to expense when incurred”. Lev and Sougiannis (1996), Chambers et al. (2000) and Loudder and Behn (1995) argue that this accounting standard doesn’t provide guidance to report information relevant for users to assess the firms’ equity. This raises the question, what recognition accounting standard is more value relevant to the users of those financial statements in the automotives industry. The different recognition standards as well as the sample selection will be further described in respectively chapter three “Institutional setting” and in chapter five “Research design”. The following research question is developed:

Do the different recognition methods of R&D expenditures lead to different value relevance for disclosing R&D expenditures in the period from 2000 to 2007?
The research question incorporates the accounting recognitions with respect to R&D expenditures. There are three different types of recognition of R&D expenditures accepted in prior literature (Healy et al. 2002). The first method is cash-expense method prescribed by the Financial Accounting Standard Board (FASB) and the Accounting Standard Board Japan (ASBJ) and the second method is the successful-effort method, which is prescribed by International Accounting Standard Board (IASB). The third method is the full-cost method. This method isn’t used in practise. Those types of recognition are in accordance with Healy et al. (2002, 678). The definitions of the three methods will be provided in chapter two “Research approach”. 
To answer the main question it is necessary to formulate some sub-questions that will help to construct the research. Besides that some sub-questions are necessary to provide conclusions useful to answer the main research question. As the research question states this is a value relevance research. In value relevance research accounting amounts are related to returns (Deegan and Unerman, 2006, 377). 
Research on R&D in the financial statements can be done in two ways. The first way uses qualitative data from the annual report to assess an index score per firm. Afterwards, the index scores can be related to the stock returns, which imply a value relevance research. The qualitative data provided is voluntary disclosed. Those studies are called voluntary disclosure studies.

The second way is by investigating the prescribed accounting standards. Each listed firm with R&D activities is mandated to reporting the R&D expenditures in the financial statements. This approach uses the quantitative data from the financial statements. The disclosed amounts in the financial statements are related to the market returns. Those studies are called the Usefulness of financial statements studies. 

These are the two most appropriate approaches for research on the value relevant of R&D expenditures. Besides those research approaches there are some sub-approaches. It is necessary to decide what approach is most appropriate for this main research question. The first sub-question is:
What research approach is most appropriate for this research question?
This research focuses on the automotives industry. Most automotives firms are located in the US, EU and in Japan. Those regions will be compared on the different methods for recognizing R&D expenditures. To compare the US, EU and Japan with each other on R&D recognition it is necessary to know if there are other important differences between those regions. The differences can be used as control variables. To obtain answers if there are differences, some attention has to be given to the institutional setting. The comparison will be on the level of the economic growth and development, the financial systems and the functions of the financial accounting standards. Furthermore, it is necessary to provide the differences in the accounting standards on R&D. Perhaps some remarkable differences can lead to control variables for the tests. The second sub-question is as follows:
What other differences, besides methods for recognizing R&D expenditures, should be kept in mind by doing research on R&D reporting differences between the US, EU and Japan?
To obtain a fundament for this empirical research it is necessary to discuss the prior literature that is done in the area of R&D and financial accounting. Besides that the focus will be on the topic of value relevance. The focus in the prior empirical literature will be on the distinction between the value relevance of R&D that uses the cash-expense method and the successful-efforts method. First the capital market researches are discussed. Afterwards, the literature that investigates the difference between the successful-efforts method and the cash-expense method will be discussed. At the end the specific characteristics are discussed that influence the R&D expenditures to returns relation. This should give an overview of what research is already done on the value relevance of R&D expenditures. This overview provides missing elements of research on R&D, which makes this research more relevant. The third sub-question is:
What results are available for the value relevance of R&D expenditures and the different recognition methods based on prior literature?
To complete the first set of sub-questions that will help to construct this research, the hypotheses, the methodology and the sample has to be chosen. This leads to the fourth sub-question:
What research design will be used during this research?
The first four sub-questions served to construct the research and obtain basic knowledge. The following two sub-questions are to provide conclusions where the main research question can be answered with. The first part will be an investigation in the earnings returns relation and the impact of R&D expenditures. The second part will be research on the book value returns relation and the impact of the R&D expenditures. This approach will be in line with Healy et al. (2002). This leads to sub-questions five and six.
The fifth sub-question is: Are book values recognized using the successful-efforts method more value relevant than when using the cash-expense method?
The sixth sub-question is: Are earnings recognized using the successful-efforts method more value relevant than when using the cash-expense method?
When the research design is created and the data is collected the statistical tests must be performed. The seventh sub-question is:

“What result came from the regression models constructed in chapter five “Research design”?”

The last sub-question is about the main conclusion of this research. To complete this research a link has to be made between the results from this research, the hypotheses and the results from the prior empirical literature. The last sub-question is:
What is the relation between the results from prior empirical literature, the hypotheses and the test results from this research?
1.3 Relevance and objectives
In 1975 the FASB launched Statement of Financial Accounting Standards No. 2. SFAS No. 2 includes a change in regulation for R&D expenditures. Before 1975 firms could choose in which way they wanted to recognize their R&D expenditures. SFAS No. 2 mandates that all R&D expenditures must be expensed in the profit and loss account. As reaction to this change researchers investigate if this method of reporting is value relevant. Loudder and Behn (1995) investigated the change in standard during the period from 1973 to 1977. They found that the information that the new standard provided is less value relevant. In their paper they said: 

“In order to provide greater consistency and comparability, U.S. standard setters have taken a conservative approach and reduced managerial accounting discretion with SFAS No. 2 by narrowly defining the guidelines applicable to the R&D expensing/capitalizing decision. In doing so, it appears that the U.S. standard setters have created, based on our study and previous work, an accounting standard that adds more accounting noise, not less, to the financial statements.” Loudder and Behn (1995, 200)
Concluding from their study is that the cash-expense method is less value relevant in than the successful-efforts method. Much research is done on country – and industry level. This research tries to provide new insights in this area of research and has three objectives. The first objective is to provide an overview of prior empirical literature on the topic of value relevance on R&D expenditures. This overview should give an impression on the missing elements on research of R&D. This research focuses on the automotives industry. This industry isn’t separately tested on the value relevance of R&D expenditures until now. Beside that the automotives industry will be included worldwide. This will be done by using a cross-country analysis. The second objective is to provide a relation between the R&D expenditures using a cross-country approach. This isn’t done before. The cross-sectional research done was always done within a country. Doing research in the area of the value relevance of R&D expenditures mostly leaded to an earnings returns relation. The third objective is to find a book value returns relation. This is because IAS 38 mandates that if requirements are met part of the R&D expenditures is capitalized. This in detail testing of the specific variables of R&D expenditures is in line with Healy et al. (2002). Normally, researchers use the R&D intensity as the variable for R&D expenditures, as said before this research will go more in depth (dividing the R&D expenditures in a capitalized part and an expensed part). 

This research is relevant for standard setters, preparers and users of financial statements. It specifically tries to find an association between the information about R&D expenditures and the stock prices. It contributes that not only the reported R&D expenditures in the profit and loss account are tested, but it also incorporates the reported R&D expenditures in the balance sheet. Testing the balance sheet values of capitalized development costs hasn’t been done before for R&D expenditures in the automotive industry.
When standard setters provide standards they could base their conclusions on empirical research. Standard setters can use this research as a summary of the relevant studies on value relevance of R&D expenditures and as an additional research in the automotives industry. A special contribution for standards setters is that two recognition methods for R&D expenditures are tested. This research can be used to see what information users of financial statements use to assess the firms’ equity. Beside that the IASB and FASB are in a convergence program to come to one global standard. On the topic of disclosing R&D expenditures they prescribe total opposite standards. The IASB prescribes the successful-efforts method and the FASB prescribes the cash-expense method. 

The second group of relevant users of this paper are the preparers of financial statements. Preparers of financial statements can use this paper in, which way they should report their R&D expenditures that their users know the inside information management held. According to Healy et al. (2002) when development expenditures are capitalized the information could be more value relevant for users. 

The third group of relevant users are the users of financial statements. The users of the financial statements are usually investors. Some stock exchange markets allow annual reports that are in accordance to another standard. An example is that the AEX companies should report their annual report using IFRS but if a company is also listed in the US this company is allowed to use the US-GAAP. This paper gives an overview of how those R&D expenditures are reported in the US, EU and Japan. Besides that this paper gives an empirical insight between the recognized R&D expenditures and the stock prices.

The last argument for the relevance of this paper is that it uses a cross-country model where information about R&D expenditures from different accounting standards is tested in one model. Other researches used one country or one standard, this research combines those factors. A conclusion can be made that this research is relevant in the authors’ opinion.
1.4 Structure
The previous paragraphs give insight in the research questions and the sub-questions. The relevance and objectives are also discussed. The remainder of this paper is organized as follows. In chapter two the “research approach” will be discussed. Questions are answered as what is the most appropriate approach to answer the main question. This chapter provides an answer on the first sub-question. The third chapter “Institutional setting” describes the main differences between the several legislation regions and specifically the differences on R&D reporting accounting standards. This chapter will answer the second sub-question. The prior empirical literature on the value relevance of R&D expenditures will be discussed in chapter four “Prior empirical literature”. This will answer sub-question three. Chapter five “Research design” provides the hypotheses that will be tested. Furthermore, it will give information about the sample selection and the methodology used in this research. This is sub-question four. The sub-question five till eight are equivalent to the hypotheses. The testing of these hypotheses will be in chapter six “Statistical tests and analyses”. The remaining sub-question nine, which incorporates the analysis of the test results in comparison to the hypotheses and the prior empirical literature will be provided in chapter seven “Analysis”. At the end of this paper there will be a chapter that contains a summary and conclusion that will be chapter eight.
2. Research approach
This section is addressed to find an answer on the first sub-question:

“What research approach is most appropriate to answer the main question?”
During the formulation of the research approach some important choices have been made in order to conduct a research, which is appropriate for this topic. The first section of this chapter explains the two applicable research areas for this research, which are “voluntary disclosure” and “usefulness of financial statements”. The second section of this chapter involves a discussion about value relevance and conservatism. In section three a discussion is held to choose between using cross-sectional or time series analysis. After discussing the several research areas section four provides information about the used methodology in prior research. Thereby it gives an answer, which methodology is most appropriate for this research. 
2.1. “Usefulness of Financial Statements” versus “Voluntary Disclosure”

The first choice that is made is what main approach of research is most applicable for this main question. The research question is: 
Do the different recognition methods of R&D expenditures lead to different value relevance?

As the research question states this research is chosen for a value relevance approach. This choice needs to be based. First thing is to assess, which research areas are applicable for this kind of research. The objective of this research is to relate the recognized or disclosed amounts to the reaction of the users. The two research areas applicable are the “Usefulness of Financial Statements” and “Voluntary Disclosures”. Before comparing the two areas it is necessary to explain the content of these approaches.


2.1.1 Content of the two main research approaches
The first research area that will be discussed is the usefulness of financial statements. This area tries to find relations between accounting amounts and the capital market reaction. Studies like Ryan and Zarowin (2003) and Watts (2003) explain the sub topics within this research area, which are the information content studies and the measurement perspective (value relevance). These topics will be discussed in the next section. This area of research states that if a release of new information is relevant to users, their will be a market reaction. This can be done by an event study methodology, where one release is investigated on abnormal returns in the stock prices. Another approach is that a contemporaneous relation is made between the disclosed figures and the stock prices during the year that is reported in the annual report. 

The second area for this research could be voluntary disclosures. A firm releases information to their stakeholders, where they can make decisions on. The first way is discussed above: by splitting the R&D expenditures in two parts. Where the first part will be recognized in the balance sheet and the second part recognized in the profit and loss account. The second way is by using voluntary disclosures. This way management release qualitative information. In voluntary disclosure studies researchers investigate annual reports on qualitative characteristics. Each characteristic get an index score. Each firm will have a total index score, which will be related to the returns. This relation also implies value relevance research. 


2.1.2 Argument in favour for usefulness of financial statements 

The two research areas can be divided in a quantitative research or a qualitative research. To base the choice for value relevance in this research three things will be done. First thing is if disclosing is an equivalent of recognition. This means: does it matter if the R&D expenditures are recognized in the financial statement or can they also be disclosed in the annual report. The second thing is to look at prior similar research and assess what method they used. The third thing is how companies report their R&D expenditures and projects. 

The first question was: is the effect of disclosing information equivalent to the effect of recognizing information in the financial statement? According to Ahmed et al. (2006, 568), who investigated financial instruments, the FASB’s opinion is that disclosing is equivalent to recognizing. From a standard setting point of view both methods must be used to report for financial instruments. The financial instruments are a different topic than the R&D expenditures used in this research. First, some comparison between disclosing and recognizing will be done for different reporting items than R&D expenditures. Later on the discussing will go to the R&D expenditures. For the financial instrument the FASB prescribes that disclosing is equivalent to recognition. This implies that both research areas could be chosen. 
Including Holthausen and Watts (2000, 56-62) in the discussion will lead to another perspective. They conclude that value relevance research isn’t relevant for empirical research. The danger of doing value relevance research is that too much focus is on the equity investor and too less on the other stakeholders. The value relevance research tries to find reporting methods that lead to more value relevant information. This implies that the book value equity should be more in line with market value equity. This would lead to fair value reporting, where accounting numbers are based on assumption. The second problem according to Holthausen and Watts (2000) comes with those assumptions. The fair value numbers that are reported are less verifiable. Beside that they said that the users of the value relevance studies couldn’t interpret the results effectively to translate it to argument for standard setting. Including those three arguments could lead more towards a voluntary disclosure study. 

Barth et al. (2001, 98-99) reacted on the paper of Holthausen and Watts (2000). Their first argument was that the standard setter FASB uses the outcomes from empirical studies to prepare regulations. The second important argument was that was that value relevance research provided fruitful information of how accounting amounts are used by investors to value the firms’ equity. According to Barth et al. (2003) doing value relevance research isn’t a waste of time, in contrary it is useful information for standard setters and others.
Besides those discussion papers there are four other empirical researches that tested disclosures versus value relevance (recognition). The first one is Ahmed et al. (2006) investigated derivates financial instruments that are simultaneously disclosed and recognized. They used 146 banks in the US in a period from 1995 to 2000. The methodology used was a multiple regression model (Ahmed et al. 2006, 573-574). The recognized amounts have a significant positive valuation coefficient, which means that this information is used by users in valuing the firms’ equity. On the other hand the disclosed information hasn’t got a significant coefficient. 
Espahbodi et al. (2002, 372) investigated the same problem, disclosing versus recognition, but only for the stock-based compensation schemes. They investigated 595 firms in the US during the period from 1991 to 1996. During this period the FASB launched 12 pronouncements that leaded to SFAS No. 123 “share-based payment”. The stock returns were investigated around the events. The methodology that is used for their tests is the multiple regression analysis (Espahbodi et al. 2002, 351-354). They concluded that the recognition of these amounts leaded to positive reactions for tax carry forward and negative reactions for volatile stock prices. They concluded that voluntary disclosure isn’t a substitute for value relevance research.

Aboody (1996) investigated the oil and gas industry and found that investors reacted differently to disclosed losses than to recognized losses. He used 72 oil and gas companies in the US over a period from 1990 to 1993. He performed a multiple regression analysis (Aboody 1996, 24-28). “The stock price reactions to firms recognizing losses are negative and differ significantly from the reactions to firms disclosing losses. This is another argument for the two approaches not to be substitutes from each other” (Aboody 1996, 30). 
The last paper that will be included in this discussion is from Davis-Friday et al. (1999, 421). They also investigated disclosure versus recognition but only for retirement provisions. Davis-Friday et al. (1999, 407-410) used in 199 firms and in 53 firms in respectively 1992 and 1993 in the US. A multiple regression analysis is used to test the hypothesis. They found that both disclosed and recognized liabilities where significant in explaining the stock prices. Although the recognized liabilities had a stronger association with the stock prices than the disclosed liabilities
The first question was if disclosures are equal to recognized amounts. Where the FASB hasn’t made a decision yet Aboody (1996) and Espahbodi et al (2002) provided evidence that disclosures are not a substitute for recognized amounts. Ahmed et al. (2006) concluded that disclosed information isn’t significant used in valuing firms’ equity and Davis-Friday (1999) added that approached are significant used in valuing firms’ equity but recognizing has a stronger association. At this moment it can be said that using the usefulness of financial statement approach is slightly more in favour to use for this research.
The second thing was to assess what approach is used in previous studies in this area. When looking at the prior research in this area in the US. The studies that made a distinction between capitalizing (successful efforts method) or expensing (cash expense method) of R&D expenditures are from; Lev and Souggiannis (1996) who investigated the relevance of capitalization; Chambers et al. (2002) who investigated immediate expensing or capitalizing and amortizing and many others who are discussed in chapter four “prior empirical literature”. Those studies and many others used the usefulness of financial statements research approach. This is evidence to fund the decision to use the usefulness of financial statements research approach for this research. 
A third argument to fund this conclusion is that the standard setters provide accounting standards to recognize the R&D expenditures. Those standard setters do not provide specific accounting standards on what must be disclosed like: what projects are they working on; and in what stage are they with the development or their research. To obtain enough information to test the hypotheses it is better to use the usefulness of financial statements research approach. 

2.2. Value relevance 

The main research area is usefulness of financial statements. Within this research area there are two perspectives; information perspective and the measurement perspective. 
Information perspective research is based on the decision usefulness of information, if a new release of information leads to a reaction of the users. A new release of information can be an announcement of a firm. In research this event (announcement) is tested if the share price showed an abnormal reaction. If there isn’t a reaction it can be concluded that the information content isn’t decision useful (Deegan and Unerman, 2006, 377). This is an event study methodology, which isn’t used in this study. This study seeks to find a contemporaneous relationship and not one event. 

Besides the information content there is also a measurement perspective. Barth et al. (2001, 79) stated: “… an accounting amount is defined value relevant if it has a predicted association with equity market values.” Deegan and Unerman, (2006, 377) state that the measurement perspective seeks a relation between information that is released by a firm and if that information is used by the users of the annual report to assess the fundamental value of the firm. Studies that investigate the value relevance of accounting information are the so-called value relevance studies. Barth et al. (2001, 78) stated: “…value relevance studies are designed to assess whether particular accounting amounts reflect information that is used by investors in valuing firms’ equity”. So, in value relevance studies the main issue is the relation between the recognition of accounting amounts and the capital market values (stock prices and returns). Doing research on the reported R&D expenditures and the contemporaneous relation implies a value relevance study. This research uses the measurement perspective. 
Value relevance studies can have several focuses. The two relevant areas for this research are; conservatism and time lags. In the empirical literature conservatism is defined as “anticipate no profit, but anticipate all losses” Bliss (1924). This means that a company shall not recognize a profit until it is legal verifiable. Losses on the other hand shall be recognized when foreseen (Watts 2003, 208). This research is contradicting toward conservatism. Conservatism studies are more from a prudence point of view. The value relevance research investigates if accounting information relates to the stock prices; where conservatism is less important. R&D expenditures can be seen as a role model for both conservatism and value relevance. The question is, should R&D expenditures be recognized using the cash-expense method or by the successful-efforts method. In line with conservatism “anticipate all losses” R&D expenditures should be recognized using the cash-expense method. In this way all cost will be expensed in the profit and loss account. Before discussing the successful-efforts method, which is a less conservative method, but according to Healy et al. (2002) recognizing more value relevant. It is necessary to know the explanations of using the conservative method. Watts (2003) give some explanations applying a conservative method.
The first reason is the verifiability; net asset could be very informative when assets are based on their net expected future cash flows. The problem is that those cash flows cannot be verified because they depend on assumptions concerning the future earnings. This way of capitalizing costs contains many uncertainties, which is in contradiction with conservatism. A second explanation is the litigation explanation for conservatism. Litigation is more likely when net assets are overstated in stead of understated (Watts, 2003, 216). So, capitalizing R&D expenditures lead to a higher net asset. This will increase the chance of litigation. To avoid these risks R&D expenditures will be recognized as costs in the profit and loss account. So arguments for recognizing R&D expenditures as cost are litigation risks and the lack of verifiability.

What can be the criteria to capitalize cost by using the successful-efforts method? The IASB provides in IAS 38 “Intangible assets” the criteria for recognizing intangibles assets. Those criteria are according to IAS 38.21: “requires an enterprise to recognise an intangible asset, whether purchased or self-created (at cost) if, and only if:

· it is probable that the future economic benefits that are attributable to the asset will flow to the enterprise; and 

· the cost of the asset can be measured reliably.”
The R&D expenditures made by a company during a year are not just a waste of time and money, but fundaments to establish new products or services. Testing the requirements above for R&D expenditures, part of those expenditures can be linked to future economic benefits. The second criterion is they should be reliable measured. This is also possible because R&D expenditures made for a product development can be measured by costs spend in the development phase. So, looking at R&D expenditures from the requirement for intangible assets, the conclusions can be drawn that this may be applicable.
By using the successful-efforts method for R&D expenditures, some expenditure must be capitalized when a product has probable future benefits. In this way a distinction can be made between R&D expenditures spend on successful project and unsuccessful projects. This is a more informative way of recognizing R&D expenditures. According to Oswald (2008, 22), the successful-effort method provides firm’s management the option to disclose more secret information. 
The second area in value relevance studies are the time lags studies. In empirical studies, for example Lev and Zarowin (1999), show a declining value relevance relation between the accounting amounts and the returns relation. This declining relationship has been investigated by Ryan and Zarowin (2003). Their explanation was that the R&D expenditures were recognized in a too conservative way. They also explained that the cause was accounting wise instead of economic wise. This implies that the accounting standards do not provide information relevant to their users. Applying time lags on R&D expenditures shows that products that are in the development stage are not shown in the balance sheet. When the product is beyond the development stage and in the production stage the products are recognized as assets. This is the time lag of information, while the cost of development could be capitalized in an earlier stage (not meaning capitalizing cost from previous years). Doing this will improve the informativeness of the balance sheet (Lev and Zarowin, 1999). Although, this time lag approach is very interesting, this study focuses on the contemporaneous relation.
As discussed above there are more and less conservative standards for recognizing R&D expenditures. There are two methods of recognizing R&D expenditures in practice. Those methods partly discussed above are the cash-expense method and the successful-effort method. This research uses the definition from Healy (2002, 678). The cash-expense method is described as:

“Expenses all outlays when incurred”

The successful-effort method is described as follows:

“Capitalize outlays after initial product discovery, write down the value of capitalized R&D if that drug is unsuccessful, and amortize the costs of successful product over their expected lives.”

Healy et al. (2002) did research in the pharmaceutical industry. For this study the word drug should be replaced by product, because this definition can be used for other industries. For this research it will be the automotives industry. The capitalized part for this research in the successful-efforts method is when the criteria for development expenditures are met that are discussed in paragraph 3.3 “R&D accounting standards”.
In the introduction the third method for disclosing and recognizing R&D expenditures is mentioned. The third method is the full-cost method. According to Healy et al. (2002, 678) the full-cost method means that all R&D cost will be capitalized and be amortized. This method is not prescribed by the IASB, the FASB and the ASBJ. This research only concerns method that are allowed by the standards. For that reason the full-cost method will not be included in this research.

As the definition already explains that the cash-expense method is the more conservative method and the successful-effort method is the less conservative method. Capitalizing development expenditures is less conservative, because capitalizing R&D expenditures implies that there are probable future benefits. This research focuses on what method will be more value relevant. In section 3.3 “Legislation” the methods that are prescribed by several standard setters are provided.

2.3. Cross-sectional versus time series
During the literature review on value relevance with respect to R&D expenditures, which will be discussed in the chapter four “prior empirical literature”, two different research methods were identified in prior research. These two research methods are the cross-sectional study and the time series analysis (also called a longitudinal study). These are the next concepts that will be discussed. 

The first approach discussed is the cross-sectional study. Babbie (2004, 101) stated: “A cross-sectional study involves observations of a sample, or cross section, of a population or phenomenon that are made at one point in time”. Thus in cross-sectional studies, data is collected and analyzed of many subjects at the same point or period in time. In the case of value relevance studies with respect to R&D expenditures, examples of such subjects could be countries, industries or companies.

Babbie (2004, 454) gave the following definition of a time series analysis: “An analysis of changes in a variable over time”. The words ‘over time’ are essential in this definition. These two words describe the most important difference between the cross-sectional study and the time series analysis: the use of time. Summarizing, a cross-sectional study compares data of several subject at a point or period in time; a time series analysis compares data of subjects over a period of time. Using the definition of Babbie (2004) time series investigates changes over time. Transforming this to value relevance studies the following studies involve this research approach. First type are the time lag studies, where is showed that balance sheets amounts are disclosed with a time lag. This means that capital markets already incorporate information from other resources. The disclosure of this information in the annual report is not timely; an example of this kind of studies is Ryan and Zarowin (2003). They did research at good and bad news releases. They found an asymmetric relation that bad news is earlier reported than good news. There explanation was the conservative accounting standards. The second type of studies is the change over time. A good example is Lev and Zarowin (1999) that provide evidence on the declining value relevance during the period of 1977 to 1996. They divided the research period in two parts and tested it by using time series regression. This approach isn’t used in this research. 
To provide evidence in the comparison between several jurisdiction regions it is appropriate to use a cross-sectional approach. Using this approach it is possible to test companies in several countries. It is necessary to test cross-sectional, because a jurisdiction may contain multiple countries. The cross-section regression method will be used to contemporaneously test earnings and book values on returns.

2.4. Research approach from prior research
This section’s purpose is to provide a scheme where all prior empirical literature can be placed in. This scheme will be used to describe the prior empirical literature in chapter four “prior empirical literature”. Besides that an overview of articles provides options to new research areas. The disposition of the scheme is based on the tests done. 
The second group of researches investigated the value relevance of R&D expenditures. The second group will be referred to as the “Capital market research for R&D expenditures”. The third group is named the “Capitalizing versus expending”. As the name states these studies have investigated the value relevance of the successful-efforts method and the cash-expense method. The last group of studies are studies that investigated the value relevance of R&D expenditures the characteristics that influence the value relevance relation. Those variables can be the R&D intensity, the firm size etc. 
Ordering the articles in the above described manner will help to find gaps in prior empirical literature to find options for other research possibilities. 

2.5. Conclusions

The previous paragraphs provided answers on the first sub-question:

“What research approach is most appropriate to answer the main question?”
The first section was a discussion about voluntary disclosure and usefulness of financial statements. On basis of prior literature in this area and the availability of information the choice for the research area usefulness of financial statements is based. The second section made clear that most appropriate for this research is a value relevance study to find a relation between accounting information and if users use this information in valuing firms’ equity. In that same section is concluded that this study also included conservatism in the different methods for recognizing R&D expenditures. The definitions of these two methods are also provided. The third section provided the methodology approach that will be used in this research, which is a cross-country research. This is, because this research compares different legislation regions and different countries in one test. The last section was a description of a scheme where prior empirical literature can be placed in. 

3. Institutional setting

The previous chapter provided evidence for the chosen research approach. The research will be performed over three regions. To compare those regions on R&D expenditures and their different methods for recognizing it is necessary to assess if there are other differences that should be taken into account performing this research. Perhaps some important differences can be used as control variables. This chapter shall answer the second sub-question:

“What other differences, besides methods for recognizing R&D expenditures, should be kept in mind by doing research on R&D reporting differences between the US, EU and Japan?”

The first paragraph gives insight in the structure of the automotives firms and that comparing is allowed. The second paragraph provides the differences from an accounting perspective. These are five factors according to Ali and Hwang (2006). The third paragraph provides the specific differences for R&D expenditures. The last paragraph provides conclusions and the answer on the second sub-question.
3.1 Macro economic analysis 
This paragraph provides a discussion how for the three regions need to be controlled in the regression analysis. The regions are the European Union, United States and Japan. Examples of firms that are included in the sample are: Mercedes-Benz, Audi, Toyota, Suzuki, Mitsubishi, Ford and General Motors. 
The second page of the annual report of Ford shows the segmented vehicles sold:

Sales and Revenues




2007

2006

Worldwide wholesale unit volumes by automotive segment (in thousands)

Ford North America 




2,836 

3,051

Ford South America 




   436 

   381

Ford Europe 





1,918 

1,846

Premier Automotive Group 



   774 

   730

Ford Asia Pacific and Africa/Mazda 


   589 

   589

Total 






6,553 

6,597
As can be seen above Ford sells cars all around the world. This is not only Ford but all automotive manufacturers are selling their vehicles around the world. This research wants to test the different standards. The question that arises from testing three different regions is: what control variables are necessary to control for the different regions. Controlling for macro-economic factors as economic growth, interest rates etc. is relevant when comparing a Japanese firm with an American firm. In fact the companies within the sample are multinational firms, which are selling and producing vehicles around the world. All companies will be affected if the American economy for example is decreasing. This means that all companies in the sample are exposed to the same macro-economical distortions. This is the reason that during this research there will not be controlled for macro-economic distortions. 
3.2 Differences from accounting perspective

The first analysis of differences was on a macro-economic level. This section is more from an accounting perspective. The three regions involved in this research are EU, US and Japan. All three regions have their own standard setting body. The EU has the International Accounting Standard Board (IASB). Their objective is:

“to develop, in the public interest, a single set of high quality, understandable and enforceable global accounting standards that require high quality, transparent and comparable information in financial statements and other financial reporting to help participants in the various capital markets of the world and other users of the information to make economic decisions.”
The IASB is responsible for the International Financial Reporting Standards (IFRS). These standards are operational from January 1st in 2005. The second region is the US. The standard setter in this region is the Financial Accounting Standard Board (FASB). Their standards are called the Statements of Financial Accounting Standards (SFAS). The Third region is Japan. The standard setter in Japan is the Accounting Standard Board Japan (ASBJ). Their standards have the same name as the standard setter himself, added with a number.
Ali and Hwang (2007, 1-2) will be used to compare these regions from an accounting perspective. They tested manufacturing firms in 16 countries from 1986 to 1995. In their paper they discussed five factors influencing value relevance research in different countries. 
The first difference is about the financing structure most used in a country. The first group of countries is bank-orientated and the second group is market orientated. Ali and Hwang (2007) state that if a country is more bank-orientated the financial statements are less value relevant than a country that is market orientated. An explanation for this is that banks have a direct link to a company and have better resources to obtain company information. In opposite the market orientated countries where investors depend more on financial information.

The second factor is if a standard setting body is highly influenced by the government or by private entities. Ali and Hwang (2007, 2) state that standard setters influenced by private entities provide more value relevant standards than when a government is involved. 
The third factor is if a country is continental model or British-American model. Those models are described by Mueller et al. (1994, 11). The British-American model is characterized that the standards are developed towards decision making of investors and creditors. Beside that the capital provided to the companies is trough highly developed common stock markets and bond markets. In opposite to the British-American model there is the continental model. This model is characterized by countries where firms’ capital is mostly provided by banking institutions. There for the accounting standards are not designed for decision making. The accounting standards are more in line with TAX legislation. 
The fourth factor influencing the value relevance is if the standards are more equally to the TAX regulations. If a standard is more in compliance to a TAX law the standard is less value relevant. The argument is that the TAX law is more influenced by political, social and economic objectives instead of the investors’ interest.

The fifth and last factor described by Ali and Hwang (2007, 2) is the amount spent on the audit. When a firm spent more on the audit the annual report will be more value relevant. 
The factors one, three and four can not be used in this research because the EU regions exist of multiple countries that lap each other in a sample. According to Nobes and Parker (2006, 28) Italy is more bank-orientated and England is more market-orientated. Those two countries are mandated to IFRS so this factor cannot be used as control variables. The second factor is if a standard setting body is highly influenced by a government or by practice. This variable is also called the difference between code law and common law. The fifth and last factor is the amount spent on the external audit services. The firms are audited by the big four accounting firms. For that reason this variable isn’t applicable to use as a control variable. Only the second factor the difference between code law and common law will be used as a control variable. 
3.3 R&D accounting standards
After determining the main differences from an accounting perspective this section provides the standards from the IASB and the FASB for R&D expenditures. The standards from the ASBJ are only available in the Japanese language, this prohibits quoting the standard, but van Mourik (2007) provides the method used for R&D expenditures in Japan. 
According to International Accounting Standard (IAS) 38.8 research is defined as: “… original and planned investigation undertaken with the prospect of gaining new scientific or technical knowledge and understanding.” Development is defined as: “… the application of research findings or other knowledge to a plan or design for the production of new or substantially improved materials, devices, products, processes, systems or services before the start of commercial production or use.”.
The recognition standards are divided in two parts. One part discusses the research expenditures and the other part discusses the development expenditures. IAS 38.54/55 gives the following description with respect to the research expenditures: “No intangible asset arising from research (or from the research phase of an internal project) shall be recognized.  Expenditure on research (or on the research phase of an internal project) shall be recognized as an expense when it is incurred.”. 

For the development expenditures IFRSs’ prescribe in IAS 38.57: “An intangible asset arising from development (or from the development phase of an internal project) shall be recognized if, and only if, an entity can demonstrate all of the following: 

(a) the technical feasibility of completing the intangible asset so that it will be available for use or sale.

(b) its intention to complete the intangible asset and use or sell it.

(c) its ability to use or sell the intangible asset.

(d) how the intangible asset will generate probable future economic benefits. Among other things, the entity can demonstrate the existence of a market for the output of the intangible asset or the intangible asset itself or, if it is to be used internally, the usefulness of the intangible asset.

(e) the availability of adequate technical, financial and other resources to

complete the development and to use or sell the intangible asset.

(f) its ability to measure reliably the expenditure attributable to the

intangible asset during its development.”

The conclusion that can be drawn from the standards provided by the IASB is that the successful-efforts method is prescribed. The R&D expenditures must been capitalized if there will be probable economic benefits.
The second standard setter that will be discussed is the FASB. The FASB prescribes the following in SFAS 2.12: “All research and development costs encompassed by this Statement shall be charged to expense when incurred”. SFAS 2 contains a detailed description of what must be expensed. In main topics SFAS 2.11 mandates the following: ”Elements of costs shall be identified with research and development activities as follows:

a. Materials, equipment, and facilities.
b. Personnel.
c. Intangible assets purchased from others.
d. Contract services.
e. Indirect costs”.
This means that in contradiction to the IASB the FASB does not mandate to capitalize costs when future benefits are probable. The method that the FASB prescribes is the cash-expense method. There is only one exception in the US. The FASB mandates in SFAS 86.3 and 86.5 that the cost for coding and testing of computer software may be capitalized. 

ASBJ statement No. 23 Research and development costs
 is only available in the Japanese language. This prohibits quoting the exact standard. Mourik (2007, 142) states that the ASBJ prescribes the same rule as the FASB. This means there is an expense only rule. In consequence to this research it can be referred to as the cash-expense method. 
3.4 Conclusions

This chapter answered the second sub-question:
“What other differences, besides methods for recognizing R&D expenditures, should be kept in mind by doing research on R&D reporting differences between the US, EU and Japan?”
In the first section of this chapter the macro-economic analysis is discussed. The conclusion was that, because the firms in the sample are multinational firms, which are selling vehicles around the world, it is not necessary to control for region effects. In the second section the differences from an accounting perspective were discussed. This discussion is based on Ali and Hwang (2007). They discussed five factors that influence value relevance research between countries. The factor common law code law will be used as a control variable in this research. The last section gives the specific description of research and development. Furthermore, in the third paragraph the recognition standards for R&D expenditures in the EU, US and Japan are provided. In the EU the successful-efforts method is prescribed and in the US and Japan the cash-expense method.
4. Prior empirical research
After determining the main differences between the three regions in chapter three this chapter shall investigate the prior empirical research for the value relevance of R&D expenditures. This chapter shall answer the third sub-question:

“What results are available for the value relevance of R&D expenditures and the different recognition methods based on prior literature?”

As discussed in paragraph 2.4 “research approach from prior empirical literature” the prior empirical literature can be placed in a scheme. The first paragraph discusses the value relevance capital market research of R&D expenditures. The second paragraph discussed the empirical literature for expensing versus capitalizing. In prior empirical research there are specific characteristics investigated. Those studies will be discussed in paragraph three “specific characteristics”. Those specific characteristics could lead to control variables, that where not found during the analysis of the institutional setting in chapter two. The answer on sub-question three will be given in the last paragraph. All articles used in this literature review are summarized in Appendix 1 ‘Summary empirical literature’.

4.1 Capital market research for R&D expenditures
This paragraph summarizes the empirical articles that did a capital market research on R&D expenditures. The researchers’ objective is to find if the recognized R&D expenditures are value relevant for the users of the financial statements.
Chan et al. (2001, 2453-2454) investigated the relation between the R&D expenditures and the stock price. This research was done for all domestic firms listed on the New York Stock Exchange (NYSE), the American Stock Exchange (AMEX)
, and the National Association of Securities Dealers Automated Quotations (NASDAQ) over a period from 1975 to 1995 (Chan et al. 2001, 2435). They used a time series regression model. Their study did not find a direct link between R&D spending and future stock returns. They tested this on a three-year period. An average stock with development spending performed a 19.65 percent stock return in a three year period in opposite to a non-R&D stock, which did 19.50 percent. This is not a significant difference. A suggestion by Chan et al. (2001) why capital markets do not react significantly on R&D expenditures can be the fact that the FASB prescribes the cash-expense method for recognizing R&D expenditures.
In the UK the first research in this area is done by Green et al. (1996). One of the purposes was to develop a regression model to measure the valuation of R&D expenditures by the capital markets. His main purpose was: “are research and development expenditures capitalised by the UK capital market and, if so, to what extent?” (Green et al. 1996, 192). They used a cross-sectional regression model to examine UK listed firms. In 1990 190 firms, in 1991 232 firms and in 1992 240 firms (Green et al. 1996, 202). The model is based on market value, which is the present value of the residual income. Where residual income is earnings minus the change in capital (Green et al. 1996, 211). Green et al. (1996, 213) concluded that “there is little evidence that the UK stock market totally fails to recognize the valuation-relevance of research and development expenditures.” In contrary to Chan et al. (2001) who did not find a significant relationship between R&D expenditures and the capital market; Green et al. (1996) found some evidence, but still not strong.

There is limited research done on the value relevance of R&D expenditures in Europe. Hall and Oriani (2006, 3) explain the difficulties: the differences in capital market structures, some countries do not mandate companies to disclose on R&D expenditures and companies in the European Union (EU) are smaller and sometimes not publicly traded.

However, they tried to investigate how the capital market values R&D expenditures. Hall and Oriani (2006, 5-8) used 7,879 France firms, 18,180 German firms, 3,631 Italian firms and for comparison 7,753 United Kingdom (UK) firms and 109.102 US firms in the period from 1989 to 1998. They evaluated those firms in a cross-sectional regression model, where market reactions are measured by R&D expenditures. Hall en Oriani (2006, 22) find some interesting results. First Germany and France showed significant relations between R&D capital and the stock market. This was a positive relation, which means and extra euro spend on R&D projects leads to a higher market valuation. The second result is that the R&D expenditures in the UK have a three time larger valuation by capital markets then in Germany and France. The third conclusion was that firms without large shareholders place a higher value on R&D expenditures. A company with large shareholders is defined as 2 shareholders, which hold together 33% to 50% of the shares. In comparison to Green et al. (1996) and Chan et al. (2001), Hall and Oriani (2006) found a significant relation between R&D expenditures and the capital market valuation.

Hall (1993, 259) examined the stock market’s valuation of R&D investments of manufacturing firms. The population consisted of cross-sectional data of all publicly traded US manufacturing firms that existed in 1976 or entered between 1976 and 1991. Data were collected from the National Bureau of Economic Research. This leaded to a sample of 24,333 observations on 2,480 firms in the period from 1973 to 1991 (Hall 1993, 261). Hall (1993, 260) transformed the expensed R&D in capitalized R&D and depreciated it on a rate of 15%. Based on the performed regression analysis Hall (1993, 262) provided the following result: “the stock market valuation of R&D capital in U.S. manufacturing firms collapsed rather quickly from high (1979-1983) to low (1986-1991)”. Hall (1993, 263) gives three possible explanations for this decline in the market valuation of R&D capital. The first explanation is that R&D capital depreciated at the same rate as it always has and that the rate of return to R&D actually had fallen. It could also be, that R&D capital depreciated much more rapidly, due to a highly uncertain treatment (discounting at a high rate) of the cash flows from R&D capital by the stock market. A final explanation could be the economic situation during the 1980’s, that incorporated a wave of mergers and buyouts.

Just like in other research (Chan et al., 2001 and Green et al., 1996) the prescribed cash-expense method by the FASB isn’t the most suitable with respect to the value relevance of R&D expenditures.

The conclusions of the first four researches are mixed. Chan et al. (2001) did not found a significant relationship between R&D expenditures and the capital market in the US. Where the others found a relationship, which was significant for Germany, France and the UK. The explanatory power was low for all those studies. Hall (1993) found a declining relationship of the value relevance of R&D expenditures in the US. Perhaps a distinction between expensing and capitalization can explain the relationship better.
4.2 Capitalizing versus expensing

The previous paragraph showed articles where only Hall and Oriani (2006) could find a significant relationship between the R&D expenditures and the returns. But according to Chan et al. (2001) R&D expenditures are not incorporated in stock prices, because of the prescribed cash-expense method in the US. 
This misappropriation of R&D expenditures can be explained by Lev and Sougiannis (1996, 108). As discussed in paragraph 3.3 the FASB has an expense only rule for R&D expenditures. So even when a R&D project has probable future benefits the expenditures need to be expensed. The standard setters are concerned about the reliability and objectivity of the estimates if R&D expenditures are capitalized. Lev and Sougiannis (1996) main objective is to provide evidence on the reliability, objectivity and value relevance to R&D capitalization. They used all US firms from the Compustat R&D Masterfile from 1975 to 1991 and used a cross-sectional method. They transformed the R&D expenses in R&D capitalization by looking at the outlays for R&D and the future benefits. Lev and Souggiannis (1996, 108) performed a cross-firm regression analysis to relate the long term earnings to the R&D expenditures. The outcomes from this regression gave them a base for the R&D capital. Furthermore, they corrected the book earnings by the appropriate amortizations. Their first result is that the R&D capitalization process contains value relevant information to investors. The second result is the estimated R&D capital is not fully reflected in stock prices. They found an underpricing of stocks with R&D capital. According to Lev and Sougiannis (1996, 134) this can be explained by a market risk factor that is incorporated for R&D. Lev and Sougiannis (1996) don’t provide significant evidence, their research does conclude that the R&D expenditures strongly associate with returns. This indicates that the capitalization of R&D expenditures can be significant, but further research is necessary.
Chambers et al. (2000, 1) “provide evidence on this issue by comparing the extent to which observed share prices are explained by summary accounting measures based on immediate expensing of R&D costs and those based on capitalizing and amortizing R&D costs.” They investigated 1,472 firms in a period from 1986 to 1995. The relation between stock prices and immediate expensing was based on the real accounting numbers. For the alternative method they adjusted earnings for R&D capitalization and amortization and compared those results in a cross-sectional regression model with the stock prices. Chambers et al. (2000, 25-26) find that capitalization and amortization of R&D expenditures explain a significantly larger fraction of the distribution of share prices. The method tested is that all R&D expenditures are mandated to capitalize and amortize, because of this obligation the economic benefit seems to be small. Even some firms attend to reduce the usefulness. The best policy according to Chambers et al (2000, 25-26) is selective capitalization and amortization or expensing (in this study named the successful-efforts method). In this way management can explain most of her private information to their users. So they can reveal their real economic position but this also gives an opportunity to obscure the financial position. 

It can be concluded that the cash expense method is not the most value relevant way to disclose the R&D expenditures. According to Chambers et al. (2000) a combination between expensing and capitalization is preferred (successful-efforts method). This result is in line with Lev and Sougiannis (1996), who found that the capitalization process contained value relevant information.
In line with the research of Chambers et al. (2000), Loudder and Behn (1995, 185) they tested firms, which switched their R&D accounting method after the implementation of Statement of Financial Accounting Standards No. 2 (SFAS No. 2). Secondly they tested similar companies with different accounting methods for R&D expenditures on usefulness before the implementation of SFAS No. 2. Before 1975 firms could select their method to recognize their R&D expenditures. After 1975 there was the expense only rule. Loudder and Behn (1995, 198-200) used 30 firms from the Compustat and the Centre for Research in Security Prices (CRSP) databases in the period from 1973 to 1977. They used a cross-sectional regression model. The results from their study were that the change in the standards affected the earnings usefulness. For this sample the value relevance of R&D expenditures had more associations with future benefits when selectively capitalized. According to Loudder and Behn’s (1995, 200) the adoption of SFAS No. 2 created more accounting noise than before 1975. Those results are comparable to the results from Chambers et al. (2000). Both studies concluded that the selective method (successful-efforts method) would lead to the most value relevant accounting numbers.

In the US there is an exception on the cash-expense method. This is for software development projects. Aboody and Lev (1998, 161) examined the value relevance of the capitalized software development costs (SFAS No. 86). Aboody and Lev (1998, 162-164) used 163 companies in the period from 1987 to 1995 that capitalized software development expenditures. They used a cross-sectional regression model to examine the capitalized development expenditures on the capital market reaction and earnings forecast accuracy. Their stock prices returns analyses and the subsequent earnings analyses indicated the annually amounts capitalized and amortized have a significantly association with capital market variables. The overall conclusion is that capitalized software is value relevant to investors (p. 188-189). SFAS No. 86 is in a way selective. According to Aboody and Lev (1998, 162) companies that want to capitalize are able to do that. So the results of Chambers et al. (2000) and Loudder and Behn (1995) are in line with Aboody and Lev (1998). Those studies also found that the successful-efforts method is more value relevant than the cash-expense method.

Oswald’s (2008, 1-2) purpose was to identify what factor distinguished capitalizing firms from expensing firms in the UK. Furthermore, he wanted to know if the accounting choice for recognition of R&D expenditures influenced the value relevance of firms’ earnings. Oswald (2008, 11) used 603 listed firms from 1990 to 2004. He made a time series regression model where he used capitalized or expensed R&D expenditures to explain earnings. The method that was prescribed in the UK GAAP is the successful-efforts method. The first hypothesis was based on firm characteristics that should explain the accounting choice. “there is no evidence found that R&D outlays expensed or capitalized have a different value relevance, but both expensing and capitalizing is value relevant.” (Oswald 2008, 21-22). The results from Oswald (2008) on specific characteristics will be discussed in section 4.3 “specific characteristics”.

The results from Oswald (2008) are in line with the results from Lev and Sougiannis (1996), Aboody and Lev (1998), and Chambers et al. (2000), whom found that there is a difference in value relevance between the success-full efforts method and the cash-expense method. Only Oswald (2008) provided evidence on the successful-efforts method the other researchers provide evidence about both methods. The risk with the successful-efforts used under UK GAAP where firms can choose to capitalize or expense their R&D expenditures is earnings management, but according to Oswald (2008, 22) “The evidence in this paper suggests that managers choose the ‘correct’ method for accounting for R&D in order to best communicate the private information which they hold.” 
Zhao (2002, 154, 161) investigated the relative value relevance of R&D reporting in France, Germany, UK and US. His sample involved 1,842 firm-year observations for France, 1,518 for Germany, 4,625 for the UK, and 5,044 for the USA, period from 1990 to 1999. The result from Zhao (2002, 171-172) is that selectively capitalization (successful-efforts) of R&D expenditures leads to an incremental information content. This means recognition of R&D expenditures as capital or as an expense will lead to more value relevant information. This conclusion is in line with Oswald (2008) that the successful-efforts method is value relevant.
Abrahams and Sidhu (1998, 170) investigate the value relevance of capitalized R&D expenditures. Besides that they investigate to what extent R&D accruals improve the association between accounting based measures of firm performance and capital markets in Australia. Abrahams and Sidhu (1998, 172-175) used a cross-country regression model to analyze the impact of capitalized R&D expenditures on the capital market. They used 89 firms from the Australian Stock Exchange in 1994 and 1995. The results from this study are: R&D expenditures are value relevant, especially when these R&D expenditures are selectively capitalized (successful-efforts). Those results are in line with the results from research from the EU and Japan (Zhao (2002) and Oswald (2008)).
Han and Manry (2004, 156-163) investigated the value relevance of R&D expenditures. They used a time series and a cross-industry regression model. Their sample included 625 firms listed on the Korean Stock Exchange over a period from 1988 to 1998. The results from Han and Manry (2004, 171-172) are that R&D expenditures, whether expensed or capitalized are positively associated with stock price. However, expensed R&D expenditures are priced lower than capitalized development expenditures. This means that development expenditures are seen as positive investments. In opposite, partially capitalization and expensing has no impact on the stock price. This kind of treatment is the selective R&D expenditures approach. According to Chambers et al. (2000) the selective method was a good method to predict stock prices and was most value relevant if managers used it to disclose the private information.

Healy et al. (2002) did a value relevance study with respect to R&D expenditures in the pharmaceutical industry. Healy et al. (2002, 678) especially focused on the trade-off between relevance and objectivity of accounting information under the methods of R&D reporting; namely, as we discussed before, capitalizing and expensing. Healy et al. (2002, 678) only make an extra distinction in the method of capitalizing: full-cost capitalizing and the method of successful effort of capitalizing. With full-cost capitalizing all R&D expenditures are capitalized. The reasoning behind the de full-cost method is that the successful projects cover the unsuccessful projects. With the method of successful effort only the R&D expenditures on successful projects are capitalized; the costs with respect to unsuccessful R&D projects are immediately expensed.
Healy et al. (2002, 678) gave two reasons to choose for the pharmaceutical industry. “First, R&D success is a critical driver of value for the industry, and is one of its most signiﬁcant expenditures. Second, the research process in the industry is well-documented, due to regulatory overview and to extensive academic study of the costs of drug development.” Healy et al. (2002, 679) used cross-sectional data which consisted of economic and accounting data for 500 pharmaceutical firms over 32 years. Healy et al. (2002, 695) performed a regression analysis. The regression analyses are presented bellow:

Cash-expense method model by Healy et al. (2002, 695):

RETit =β0t+β1tNIBRDit+β2tRDEXPCit+β3t∆NIBRDit+β4t∆RDEXPCit+εit
where:

RETit = 
the economic return for ﬁrm i in year t, computed as the change in economic value plus the cash dividend for the year, deﬂated by beginning economic value.

NIBRDit = 
net income before R&D expense for ﬁrm i in year t, deﬂated by beginning economic value.

RDEXPit = 
the after-tax R&D expense for ﬁrm i in year t, deﬂated by beginning economic value.

∆NIBRDit = 
the deﬂated change in net income before R&D.

∆RDEXPit = 
the deﬂated change in after-tax R&D expense.

C =

firms that use the cash expense method
Successful-efforts method model by Healy et al. (2002, 695):

RETit = φ0t +φ1tNIBRDit +φ2tRDEXPCit +φ3tRDEXPSE-C,it +φ4tWDSE,it
+φ5t∆NIBRDit +φ6t∆RDEXPCit+φ7t∆RDEXPSE-C,it+φ8t∆WDSE,it+Mit

where:

RDEXPC,it = 
the after-tax R&D expense under the cash method, deﬂated by beginning period economic value.

RDEXPSE-C,it = 
the difference between after-tax R&D amortization under the successful-effort method and the after-tax R&D expense under the cash method, deﬂated by beginning period economic value.

WDSE,it = 
the write-down of capitalized R&D under the successful effort method for ﬁrm i in year t .

SE =

firms that use the successful-efforts method.
Full-cost method model:

RETit =λ0t +λ1tNIBRDit +λ2tRDEXPCit +λ3tRDEXPFC-C,it +λ4tWDFC,it
+λ5t∆NIBRDit+λ6t∆RDEXPCit +λ7t∆RDEXPFC-C,it +λ8t∆WDFC,it+ϕit
where:

RDEXPC,it = 
the after-tax R&D expense under the cash method, deﬂated by beginning period economic value.

RDEXPFC/SE-C,it = 
the difference between after-tax R&D amortization under the full-cost/successful-effort method and the after-tax R&D expense under the cash method, deﬂated by beginning period economic value.

WDFC/SE,it = 
the write-down of capitalized R&D under the full-cost/successful effort method for ﬁrm i in year t .

FC =
firms that use the full-cost method
The regression models described as above provide the following adjusted R-squares ranging from 4% to 18% (p. 696). The successful-efforts method is the method with the highest adjusted R-squared scores. Healy et al. (2002, 207-208) concluded that: “The successful-efforts method of capitalizing R&D is more highly correlated with economic returns and values than either the cash-expense or full-cost methods.” This means that the successful-efforts method is more value relevant than the other two methods for the pharmaceutical industry. This conclusion is in line with other researches in this paragraph like Zhao (2002), Oswald (2008), Abrahams and Sidhu (1998), Aboody and Lev (1998) and Loudder and Behn (1995).
This section provided researches that tested primarily the value relevance between the successful-efforts method and the cash-expense method. The next research is from Lev et al. (2005). Their study investigated when the immediate expensing of R&D (SFAS No. 2) is conservative and when it is aggressive, relative to reporting under R&D capitalization. Then they investigate what the consequences are of either conservative reporting or aggressive reporting on the capital market (Lev et al. 2005, 981). For their cross-sectional study, Lev et al. (2005, 986) used the data of all US firms from the Compustat and CRSP databases from 1972 to 2003. Firms with all the valid data available to perform the regression analysis are included in the sample. The performed regression analysis provided the following results. Lev et al. (2005, 1018) first concluded that stocks of firms that use the cash-expense method seem to be undervalued and stocks of firms that use the successful-efforts method seem to be overvalued. As a consequence, Lev et al. (2005, 1018) conclude that this mispricing of shares leads to a wealth transfer between current shareholders and new shareholders. With respect to regulation Lev et al. (2005, 1018) conclude that there is no assurance that allowing capitalization of R&D expenditures will eliminate these mispricing. However, “the preliminary evidence is encouraging” (Lev et al. 2005, 1018). 
Oswald (2008, 21) investigated a consequence when firms can choose between using the successful-efforts method and the cash-expense method. The variable he used was the debt to equity ratio for those firms. The conclusion was that firms with a high leverage are more likely to use the successful-efforts method. 
This paragraph provided articles with respect to both the cash-expense method and the successful-efforts method. Lev and Souggianis (1996) and Chambers et al (2000) gave indications that capitalizing (using the successful-efforts method) R&D expenditures may provide more value relevant information. Although, these studies didn’t provide significant results. Abrahams and Sidhu (1998) and Oswald (2008) investigated the successful-efforts method in respectively, Australia and the United Kingdom. They provide significant evidence that the successful-efforts method is value relevant. Han and Manry (2004) provide opposite outcomes for Korean. They concluded that either 100% capitalizing or 100% expensing is value relevant but the successful-efforts method isn’t. 
The four remaining researches left to discuss are from Zhao (2002), Aboody and Lev (1998) Loudder and Behn (1995) and Healy et al. (2002). They concluded that the success-full efforts method is more value relevant than the cash-expense method. The research of Healy et al. (2002) is extensively discussed, because that research will be used as a basis for the methodology for this research.
Lev et al. (2005) provided insight in the consequences between firms using the cash-expense method and the successful-efforts method. The consequence was that there is a wealth transfer between existing stockholders and new stockholders depending on the method used for recognizing R&D expenditures. Another consequence from Oswald (2008) is that firms with the ability to choose between the successful-efforts method and the cash-expense method will choose for the successful-efforts method when their debt to equity ratio is high. 

4.3 Specific characteristics
In this third part of the literature review the prior research is discussed that found “specific characteristics” that may be relevant in the investigation with R&D expenditures. The characteristics are: the R&D intensity, durability, firm size, choice for successful-effort method and profitability of a firm. Those characteristics will be discussed in this order. Perhaps some interesting findings can lead to control variables in this research.
4.3.1 Characteristic: R&D intensity and the level of technology
The first firm-specific characteristics used in several studies are R&D-intensity and the distinction between high technology firms and low technology firms. Chan et al. (1990, 270) define the R&D-intensity as R&D expenditures per dollar of sales. They investigated what the influence is of announcements of increases in R&D expenditures on share values. They performed a cross-sectional study on data from US firms. These data were collected from the firms included in the CRSP from the period June 1979 to June 1985. This resulted in 167 announcements of plans to increase R&D expenditures and a sample of 95 announcements, due to “missing data on one or more of the regression-model variables” (Chan et al. 1990, 259). The performed regression analysis provided the following results. On average the responses of the share prices to the announcements of an increase in R&D expenditures are significantly positive. For the distinction between high and low technology Chan et al. (1990) used the Business week’s annual R&D scorecard. With respect to high versus low technology firms Chan et al. (1990, 274) conclude that high technology firms on average experience abnormal positive returns; after these firms announced an increase in R&D expenditures. At the same time the announcement of an increase in R&D expenditures by low technology firm, results on average in abnormal negative results. With respect to R&D-intensity Chan et al. (1990, 275) concluded, that when the R&D-intensity is higher than the average intensity of the firm’s industry, this leads to larger increases in share prices. However, this conclusion only relates to high technology firms.

Chan et al. (2001) also performed a research with respect to the R&D-intensity of firms and used the same definition for R&D intensity, R&D relative to sales. Chan et al. (2001) used a sample quite similar to the sample of Chan et al. (1990). The used data were data from all US firms listed on the NYSE, AMEX, and the NASDAQ with data on the Compustat and CRSP databases from 1975 to 1995 (Chan et al. 2001, 2435). Besides the use of a little longer data collection period, the most important difference between these two studies is the methodology. Namely, Chan et al. (2001) used a time series analysis; thus they were looking for changes in share prices over time. By looking at changes in share prices over time, they investigated the influence of R&D expenditures on future stock prices (Chan et al. 2001, 2437). In the first part of the literature review the general results are already discussed. In this part the results with respect to the characteristic R&D-intensity will be discussed. With respect to R&D-intensity the evidence of the research of Chan et al. (2001, 2454) shows a weak association between R&D-intensity and future returns. For firms with a high R&D-intensity Chan et al. (2001, 2454) provided the clearest evidence, which shows a distinctive role of R&D expenditures in association with future stock returns: the possibility to earn excess returns. This last conclusion with respect to high technology firms is consistent with the results of Chan et al. (1990), which is discussed.

Chambers et al. (2002) focused on the positive relation between these possible excess returns and R&D expenditures. They “ﬁrst provide evidence on the extent to which this relation can be explained as compensation for risk-bearing.” (Chambers et al. 2002, 136) and “then control for potential excess returns associated with changes in R&D investment and investigate the extent to which excess returns to the level of R&D investment can be explained by mispricing.” (Chambers et al. 2002, 136). The cross sectional data are collected from all US firms in the Compustat Primary, Supplementary, and Tertiary (PST) files from 1979 to 1998. This results in a sample of 13,442 firms and is reduced to 72,317 firm years from 1984 to 1998, due to problems with respect to availability of data prior to 1984 (Chambers et al. 2002, 136). This research provided the following results. First, for firms with a relatively high R&D-intensity instead of a low R&D-intensity, excess returns are much more variable (Chambers et al. 2002, 154). With respect to the two explanations for the excess returns; compensation for risk-bearing and mispricing, Chambers et al. (2002, 155) conclude “that the positive association between excess returns and R&D investment levels reported in previous studies is more likely to result from failure to control adequately for risk than from accounting-induced mispricing”. 
The fourth study with respect to the characteristic R&D-intensity is performed by Boone and Raman (2001). As discussed in chapter three, SFAS No. 2 describes a full expensing rule of R&D expenditures. Boone and Raman (2001, 97) stated that this “potentially creates a mismatch between costs and subsequent benefits” and result in “off-balance sheet (unrecorded) R&D benefits”. In their study Boone and Raman (2001, 98) investigate the information asymmetry caused by these unrecorded R&D benefits. And the potential harm to market liquidity caused by the accounting treatment of SFAS No. 2 with respect to R&D expenditures. Their cross-sectional data consists of data from 158 R&D-intensive US firms and 487 non-R&D-intensive US firms from 1995 and 1996. The research provided the following result. With respect to the R&D-intensive firms Boone and Raman (2001, 125) conclude that there is a negative relation between the expensed R&D expenditures in the profit and loss account (off-balance sheet R&D assets) and market liquidity. Where market liquidity is seen as the ability to attract new capital.

Xu and Zhang (2004, 245-249) investigate the influence of R&D expenditures on the stock returns. To perform this research they used a cross-sectional regression model. The sample consisted of 1,613 Japanese firms listed on the Tokyo Stock Exchange. The investigation period was from 1985 to 2000. The results of Xu and Zhang (2004, 265-266) are: the R&D intensity is helpful in explaining the expected stock returns on average, but the association is weak; there is no remarkable difference in the R&D effects among high-tech industries and low-tech industries in Japan. Beside those results they investigated the bubble period (p. 266). The first period was the beginning of the bubble (1985-1989). During this period they find that the R&D effect on the stock return is negative. In the middle period from 1990 to 1992 the stock returns where negative but the R&D effect was slightly positive. The post bubble period is from 1993-2000 and during this period there was a significant positive R&D effect on the stock returns. Although this is a significant relationship the explanatory power is low.
Lev and Zarowin (1999, 383) investigated the value relevance of earnings, book values and cash flows. They performed a time-series regression analysis using 3700 to 6300 US firms from Compustat over a period from 1978 to 1996. Their conclusion was that the value relevance is declining in the 20 years tested. To explain this phenomenon they placed the period in an early and a recent period. Beside that they made a distinction between a low R&D intensity firms and high R&D intensity firms. This leaded to four groups: Low-Low R&D intensity firms; High-High R&D intensity firms; Low-High R&D intensity firms and High-Low R&D intensity firms. For the stable groups (Low-Low and High-High) the adjusted R squared declined from the early period to the recent period. The third group that went from low R&D intensity to high R&D intensity showed a sharp decline in the adjusted R squared. The Fourth group that went from high intensity to low R&D intensity showed increase in adjusted R squared. The conclusion was that the cash-expense method prescribed in the US (cash-expense method) lead to non-value relevant information.
The conclusions from the researches on R&D intensity are that Chan et al. (1990) and Chan et al. (2001) that high R&D intensity firms received higher stock returns. Lev and Zarowin (1999) found a declining value relevance relation between the returns and the earnings, book values and cash flows. Their explanation was the conservative account standards provided by the FASB on R&D recognition. In contrary to Lev and Zarowin (1999) Chambers et al. (2002) concluded that the declining value relevance is not due to bad standard setting but due to bad risk management from firms. More in line with Lev and Zarowin (1999) are Boone and Raman (2001) they concluded that due to the cash-expense method in the US there is negative association between the expensed R&D expenditures and the market liquidity. Market liquidity means the ability to attain new capital.
The last article in this section is from Xu and Zhang (2004). They concluded that during the economic bubble in the eighties in Japan that high R&D intensity firms had a more aggressive curve in the returns. This means a more negative effect in the beginning of the bubble and a stronger positive effect in the end of the bubble.
4.3.2 Characteristic: durability of a good
The second firm specific characteristic that is used in prior research on R&D expenditures is the durability of R&D goods. Durability is the life time of a good. This research is done by Bublitz and Ettredge (1989). They investigate what the market reaction is to advertising and R&D costs (Bublitz and Ettredge 1989, 109). Only the results with respect to the R&D expenditures will be discussed. The cross-sectional population studied by Bublitz and Ettredge (1989, 112) consists of all US firms with standard industry classification (SIC) 2000 through 3999
 from the Compustat and CRSP databases from 1973 to 1983. The sample requirement of data availability results in a sample of 2,832 annual observations for 328 firms. The performed regression analysis by Bublitz and Ettredge (1989, 115) provided the following results. In general, for all firms Bublitz and Ettredge (1989, 123) conclude that R&D expenditures are evaluated by the market as assets. With respect to producers of durable goods Bublitz and Ettredge (1989, 122) conclude that R&D expenditures are evaluated as assets. And with respect to producers of non-durable goods R&D expenditures are evaluated as both assets and expenses. Thus, based on this study, the expense only rule of the FASB (SFAS No. 2) is not always suitable.

4.3.3 Characteristic: firm size
The third firm specific characteristic that is used in previous literature about the value relevance of R&D expenditures is firm size. Hirschey and Spencer (1992, 92) divided the firm size in three groups: small firms below $263 million; the medium sized group between $263 and $948 million; and the large-sized group above $948 million. The firm size is based on the market value in this research. They investigate size effects in the market valuation of fundamental factors (Hirschey and Spencer 1992, 91). One of these fundamental factors is R&D expenditures. Same as in the research from Bublitz and Ettredge (1989), only the results with respect to the R&D expenditures will be discussed. The cross-sectional population consists of data from all US firms in the Compustat database from 1975 to 1990. The sample is limited to those firms with a market value of at least 100 US dollars (Hirschey and Spencer 1992, 92). This research provided the following results with respect to R&D expenditures. First of all, based on the results of Hirschey and Spencer (1992, 94) R&D expenditures seem to be relevant for the market valuation of all firms; from small to large. But more specifically, R&D expenditures are a very important factor in the valuation of small firms. Hirschey and Spencer (1992, 94) gave two explanations. The first explanation is that smaller firms have a smaller product range. If a product successfully completes the R&D process patent protections should reduce the risk that the ideas will be copied. The second explanation is that small firms specialised in R&D activities with a high potential to growth will be higher valuated.

4.3.4 Characteristic: choice for successful-efforts method or cash-expense method
This section contains a research of Oswald (2008) that explains characteristics a firm has to choose between the successful-efforts method and the cash-expense method. In paragraph 4.2 the results from the successful-efforts method are discussed. The second objective of Oswald (2008, 1-2) was to identify what factors (firm-specific characteristics) distinguished capitalizing firms from expensing firms. In this part the results are discussed what characteristics firms have that use the successful-efforts method. 

The performed time series regression analysis provided the following results. Oswald (2008, 21) concludes that there are several firm-specific characteristics which influence the capitalizing decision. The first is earnings variability. Firms are more likely to capitalize when earnings variability is relatively high. This conclusion is the same for firms which are loss making; relatively small; a high debt-to-equity ratio; not in steady-state status; and have lower R&D success. 
4.3.5 Characteristic: profit and loss
The last empirical study is from Franzen and Radhakrishnan (2009). They investigated the value relevance of R&D expenditures for profit firms and for loss firms. The performed a cross-sectional and a time-series regression analysis. In their sample they used 47,167 years observations from 1988 to 2002. From these observations were 18,636 negative earnings and 28,531 were with positive earnings. The conclusions from their research were that companies with negative earnings showed a positive association for R&D expenditures with returns. The companies with positive earnings showed a negative association between returns and R&D expenditures. This mean that a firm with net income losses and spend on R&D received a positive market reaction for innovations.
4.4 Conclusions

The previous paragraph provided an overview of the empirical literature in the area of the value relevance of R&D expenditures. In this chapter the third sub-question is answered:

“What results are available for the value relevance of R&D expenditures and the different recognition methods based on prior literature?”

In the first paragraph the capital market investigations for R&D expenditures were discussed. Chan et al. (2001) had trouble to find a significant value relevance relation between the returns and the R&D expenditures. Green et al. (1996) found more evidence but still not significant. Hall and Oriani (2006) did found a significant value relevance relation for R&D expenditures and the returns. 

The second paragraph provided significant evidence for the relation between R&D expenditures and the returns. The studies investigated the difference value relevance between the successful-efforts method and the cash-expense method. Studies from Lev and Sougiannis (1996), Chambers et al. (2000), Loudder and Behn (1995) and Aboody and Lev (1998) provided evidence that the successful-efforts method is more value relevant than the cash-expense method. Healy et al. (2002) provided a detailed regression analysis that will be used for the methodology. 

The comparison of the cash-expense method and the successful-efforts method is in prior research most of the times done with transformed data. This research tries to compare those two methods with real data. Since 2005 IAS 38 prescribes the successful-efforts method. This gives the opportunity to use data from annual reports, without data transformation. Beside that this research is in the automotives industry world wide. In prior research there isn’t one specific industry in a cross-country model tested for R&D expenditures. Because this research is world wide, three standards in different jurisdictions are tested, which are the IASB, FASB and the ASBJ.
The last paragraph provided insights on specific characteristics that specify the relation between the R&D expenditures and the returns. The R&D intensity showed by Chan et al. (1990) and Chan et al. (2001) that firms with a high R&D intensity had a higher stock returns. Study from Lev and Zarowin (1999) and Boone and Raman (2001) showed that the declining value relevance is more for firms with a high R&D intensity. Their explanation was that the declining value relevance was due to the cash-expense method prescribed by the FASB. The characteristic R&D intensity will be used as a control variable.
5. Research design

In line with prior empirical literature this research is focussing on the value relevance of R&D expenditures. In this chapter the research design will be discussed. This chapter shall answer the fourth sub-question:

“What research design will be used during this research?”
To obtain an answer on the fourth sub-question in the first paragraph the hypotheses will be described. The hypotheses will be based on the results of prior empirical literature in chapter four. The second paragraph provides the sample used in the statistical tests. Afterwards, the methodology will be discussed. In this section the regression models are presented and the specification of the variables. The fourth and last paragraph is the conclusion of this chapter.
5.1 Research question and hypotheses

In this section the main research question and the more in depth hypotheses are provided. The aim of this paragraph is to translate the main research question in hypotheses. This research is from accounting focused point of view. The distinction that is made between firms that use the cash-expense method and the successful-efforts method for recognizing R&D expenditures give the accounting focus. Beside the distinction in method the hypotheses make a distinction between the earnings and book values. This is a more practical decision for testing the R&D expenditures. 

The hypotheses need to provide a sound base that help to answer the main question. The main focus is to conclude what recognition method for R&D expenditures is more value relevant. The research question is: 

Do the different recognition methods of R&D expenditures lead to different value relevance for disclosing R&D expenditures in the period from 2000 to 2007?

To further structure the research two hypotheses are specified. The first hypothesis focuses more on the book values and the capitalized development expenditures. This hypothesis is connected to the fifth sub-question:

Are book values recognized using the successful-efforts method more value relevant than when using the cash-expense method?
This leads to the first hypothesis:
H1: The book values disclosed by recognizing R&D expenditures using the successful-efforts method is more value relevant than the cash-expense method, in the automotives industry.

Prior research in the US provides evidence that when development expenditures are capitalized, value relevance will increase (Loudder and Behn (1995), Chambers et al. (2000), Lev and Sougiannis (1996)). The only exception rule to capitalize development expenditures in the US are the development costs of computer software. Aboody and Lev (1998) provide evidence that capitalizing those costs leads to more value relevant information. Besides the US, Oswald (2008) provides evidence that capitalized costs when future benefits are proven and expensed costs when no future benefits are proven is value relevant information. Abrahams and Sidhu (1998) and Zhao (2002) also provided evidence for respectively Australia and US/UK/Germany/France that a distinction between capitalizing and expensing is value relevant. In line with prior research we expect that capitalizers provide more value relevant information than expensers. The partly capitalizing is the successful-efforts method. This lead to the expectation incorporated in the second hypothesis that the successful-efforts method is more value relevant than the cash-expense method.

The second hypothesis is more focussed on earnings and R&D expenditures. This hypothesis is connected to sub-question six:

“Are earnings recognized using the successful-efforts method more value relevant than when using the cash-expense method?”
Oswald (2008) shows that there is a distinction between firms that capitalize or expense their R&D expenditures. Healy et al. (2002) investigated the difference in value relevance for expensing and capitalizing of R&D expenditures in the pharmaceutical industry. The models used by Healy et al. (2002), will be used for the statistical tests, which will be discussed in paragraph 5.3 “Methodology”. To test if there is a difference in value relevance for the recognition of R&D expenditures for earnings the first hypothesis is:

H2: The earnings disclosed by recognizing R&D expenditures using the successful-efforts method is more value relevant than the cash-expense method, in the automotives industry.

To base the expectation for the first hypothesis the prior empirical literature from paragraph 4.2 is used. The researches in the US from Chambers et al. (2000), Loudder and Behn (1995) and Aboody and Lev (1998) provided evidence that the successful-efforts method is more value relevant. Oswald (2008) did research in the UK in the period before IFRS when firms where allowed to choose which method to use for recognizing R&D expenditures. Oswald concluded that the successful-efforts method more value relevant. Zhao (2002) and Abrahams and Sidhu (1998) did research in respectively, US/UK/Germany/France and in Australia. Their results are in line with the others that the successful-efforts method is more value relevant. In contrast to the previous researches Han and Manry (2004) found that the successful-efforts method isn’t value relevant in comparison to the cash-expense method. This research was performed in Korea. Lev and Sougiannis (1996) didn’t find significant evidence that the successful-effort is significant more value relevant than the cash-expense method. The last research is Healy et al. (2002) provided significant evidence that the successful-efforts method is more value relevant than the cash-expense method. In line with Healy et al. (2002), Chambers et al. (2000), Loudder and Behn (1995), Aboody and Lev (1998), Oswald (2008), Zhao (2002) and Abrahams and Sidhu (1998) the expectation is that the successful-efforts method is more value relevant than the cash-expense method.
5.2 Population and Sample

In this section the population and sample will be discussed. First the source for the population is discussed and on what criteria this population is based. Second the criteria will be presented and the reduction of the population to the final sample. In the last part of this section an overview of the data items are provided that will be used and where to subtract the variables from what resources. Those data items will be more elaborated on paragraph 5.3 “methodology”.
5.2.1 Population selection
As mentioned in the beginning of this chapter this research examines the value relevance of R&D expenditures in the automotives industry. The criterion that is used to obtain the population is: 
1. all firms that are within the automotives industry world wide and

2. are publicly traded.
This population is based on the list of the covering organization of the automotives industry: ‘Organisation Internationale des Constructeurs d’Automobiles’ (OICA 2007) that contains all companies in the worldwide automotive industry. For the selection of the population the Thompson One Banker database (TOB database) is used. This database is used because it consists of several datasets and provided a complete list of firms in the automotives industry. The list from the TOB database is from the ICB (Industrial Classification Benchmark) Subsector 3353 ‘Automobiles’. The list from the TOB database is verified with the list from the OICA (2007). Almost all firms from the OICA list are incorporated in the population from the TOB database. The population from the TOB database consisted of 106 firms. A list of the population is disclosed in Appendix 4 “Population”. There are two automotives firms added to the population. That are Skoda and Delphi, which were both not included in the list from the TOB database but were on the OICA (2007) list. 
5.2.2 Sample selection
In this research not all these firms will be used in the sample for statistical testing. The test period is from 2000 to 2007. The regression models that test the successful-efforts method are companies that apply IFRS. The research period for these companies is from 2005 to 2007. To keep the research attainable the population needs to be reduced because, this research investigated two methods for recognizing R&D expenditures. The following criteria will reduce the population to a workable sample:
1. the firm’s annual report is based on IFRS, US GAAP or Japanese GAAP in the reference year 2007;
2. the firm’s annual reports for the research period are available; and
3.  a firm in the sample must report on R&D expenditures.

The first criterion is that the firm in the reference year, which is 2007, that either use IFRS, US GAAP or Japanese GAAP as their reporting standard. 2007 is used as the reference year, because it is the most recent year in our research period. There are two reasons to choose for IFRS, US GAAP and Japanese GAAP for the reporting standard criterion. First, these are the three leading accounting standards in the automotives industry. Most of the firms that met the population criterion used either IFRS or US GAAP or Japanese GAAP as a reporting standard for their annual report. Second, this research tries to find the difference in value relevance between the cash-expense method and the successful-efforts method for recognizing R&D expenditures. By using these standards it is possible to capture both capitalizing and expensing companies. As discussed in section 3.3 ‘R&D accounting standards’, under US GAAP, firms are mandated to expense all R&D expenditures. Under IFRS, companies are obliged to capitalize R&D expenditures when specific criteria are met. According to the audited annual report 2007 (p. 102) from Yamaha Motor Company and the annual report of 2007 (p. 55) from Nissan Motor Company, which are based on Japanese GAAP, can be concluded that all R&D expenditures are expensed. The ASBJ provides standards with respect to R&D expenditures in Statement No. 23. As discussed in section 3.3, these standards are only available in the Japanese language. Van Mourik (2007, 142) states that the ASBJ prescribes the same standard as the FASB. This concludes that the ASBJ prescribed the cash-expense method. After the first criteria there are 65 firms excluded from the list that were not using these three main standards. The non-final sample after criterion one is 43 firms.

The second criterion is whether the annual reports are available. First, the website http://company.info (next Company.info) was checked for the availability of the annual reports. This source is used because it is an extensive source with respect to annual reports. For the remaining companies whose annual reports are (partly) not available on Company.info, the official website of the firm is visited. The need for the second criteria was urgent because the preliminary search for data in the TOB database showed that not all data items, which are needed for the variables, were available. This fact makes it necessary to collect some element by hand. Other preliminary research provided the insight that the relevant data items are available in the companies’ annual reports. There are four companies that stay in the non-final sample where not all annual reports where available. This criterion reduced the non-final sample with 12 firms. Some firms’ annual reports weren’t available and other firms were subsidiaries from another firm. After the second criterion the non-final sample consisted of 31 firms. The remaining 31 firms belong to the top 40 largest automotives companies in the world. 
To perform the statistical test to conclude which method is more value relevant for R&D expenditures it is necessary that the firms that are included in the test have R&D expenditures. The third criterion is that a firm that is included in the sample must have R&D expenditures. The non-final sample of 31 firms all had R&D expenditures during the research period from 2000 to 2007. The final sample is 31 firms that will be investigated. From the 31 firms 16 firms use the cash-expense method for recognizing R&D expenditures and 15 firms use the successful-efforts method. Appendix 2 “Availability of annual reports and the accounting standard” gives an overview of all firms in the final sample, the GAAP used and the attainability of the annual reports.

5.2.3 Data elements and attainability
As discussed earlier in this section, some data items are available in the TOB database and some are not. This section describes the source of the data items that can be collected from the TOB database.
The first variable is RETit that we defined as the change in economic value in a year plus the dividends per share for firm i in year t. The data items we use are:

· Market price – Close: “the closing price of the company’s stock” (Worldscope).

We also use this data item as the starting price of the companies’ stock in the next year.

· Dividends per share: “the total dividends per share. It includes extra dividends declared during the year” (Worldscope).
· Amount of share: “Outstanding common shares per year” (Worldscope)
-
For the rest of the data items it is necessary to examine the companies’ annual reports by hand. Preliminary research shows that the annual reports contain the data items.
5.3 Methodology

This paragraph provides the methodology used in this empirical research. The first section provides the regression models that are used during the tests of the hypotheses. The second section further specifies the variables that are used in the regression models. This specification contains how the variables are build up. The third section of this paragraph provides the control variables that will be used during the tests. How the variables are constructed will also be provided in the third section.
5.3.1 Regression models
The first hypothesis is as follows:
H1: The book values disclosed by recognizing R&D expenditures using the successful-efforts method is more value relevant than the cash-expense method, in the automotives industry.

The models for the first hypothesis are a combination from the research models from Healy et al. (2002) and Han and Manry (2004). The structure of the regression model is provided by Healy et al. (2002). To investigate the book value effects on the returns some variables from the models of Han and Manry (2004) are incorporated. For the cash-expense method there are no R&D expenditures disclosed in the balance sheet. The first step is to develop the contemporaneous regression models. The model for the cash-expense method is as follows:
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where:
RETit: 
the economic return for firm i in year t, computed as the change in economic value plus the cash dividend for year i, deﬂated by beginning economic value.

ASSit: 

total assets for firm i in year t, deﬂated by beginning economic value.

∆ASS: 
The change in total assets for firm i in year t-t-1, deﬂated by beginning economic value.
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is a disturbance term.

For the testing of the firms that use the successful-efforts method some variables for the capitalized development expenditures are incorporated. Those capitalized development expenditures are divided in past capitalized development expenditures; the capitalized part of the development expenditures in test year; and the third part is the amortized expenditures in that year. Beside that the variable total assets is included, which is the total book value excluding the capitalized development expenditures at year end. The following cross-sectional contemporaneous regression model is constructed for the cash-expense method:
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where:
RETit:
 the economic return for firm i in year t, computed as the change in economic value plus the cash dividend for year i, deﬂated by beginning economic value.

ASSBCDit:
 the total assets before the capitalized development expenditures at year end for firm i in year t, deflated by beginning economic value.
DCAPoldit:
 the development expenditures that are capitalized in previous years for firm i in year t, deﬂated by beginning economic value.

DCAPnewit:
 the development expenditures that are capitalized for firm in year t, deﬂated by beginning economic value.

RDAMit:
 past capitalized R&D expenditures that are written-off or impaired for firm i in year t, deﬂated by beginning economic value. (amortization = write-off + impairment)

∆ASSBCD:
 The change in total assets before the capitalized development expenditures at year end for firm i in year t-t-1, deﬂated by beginning economic value.

∆DCAPoldit:
 The change in the development expenditures that are capitalized in previous years for firm i in year t-t-1, deﬂated by beginning economic value.

∆DCAPnewit: 
The change in the development expenditures that are capitalized for firm i in year t-t-1, deﬂated by beginning economic value.

∆RDAMit:
 The change in the past capitalized development expenditures that are written-off or impaired for firm i in year t-t-1, deﬂated by beginning economic value. (amortization = write-off + impairment)
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 is a disturbance term.

After determining the regression models the tests will be performed. The tests will be done as one group. The regression analysis will be done with scaled and absolute variables. The third step is to analyse the results from the test. This first analysis contains analyzing the direction coefficients for the β. The β shows how the returns react on a change of a certain dependent variable. The second analysis is to assess the P-values. The P-values show if a variable has a significant influence on the returns. The third analysis is for the adjusted R-squared to provide evidence for explanatory power of the models.

The second set of models is for hypothesis two:

H2: The earnings disclosed by recognizing R&D expenditures using the successful-efforts method is more value relevant than the cash-expense method, in the automotives industry.

This hypothesis is an earnings-returns relation and specified for the R&D expenditures disclosed in the profit and loss account. The methodology will be described per step. The first step is to develop a cross-sectional multiple regression model. The model used is from Healy et al. (2002). They described the cash-expense method and the successful-efforts method. The reason to use the models of Healy et al. (2002) is that this was a research that highly specified the parts in the financial statement. The first model is for the cash-expense method. This model is less sophisticated because the only variable in the model are the R&D expenditures in the reported year. 

The cash-expense model that will be used is as follows:

RETit =β0t+β1tNIBRDit+β2tRDEXPCit+β3t∆NIBRDit+β4t∆RDEXPCit+εit
where:

RETit = 
the economic return for ﬁrm i in year t, computed as the change in economic value plus the cash dividend for year i, deﬂated by beginning economic value.

NIBRDit = 
net income before R&D expense for ﬁrm i in year t, deﬂated by beginning economic value.

RDEXPit = 
the R&D expense for ﬁrm i in year t, deﬂated by beginning economic value.

∆NIBRDit = 
the deﬂated change in net income before R&D.

∆RDEXPit = 
the deﬂated change in R&D expense.
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is a disturbance term.

The second model that needs to be tested is the successful-efforts model. This model is more detailed. Like the cash-expense model the dependent variable is the return. The first independent variable is the net income before R&D expense. The first specified variable for R&D is the R&D expenditures that are directly expensed in the year that the R&D expenditures incurred. This is the total amount spend on R&D and the part that is capitalized deducted. The second variable specific for R&D is the amortization. The amortization contains the write down of the capitalized development expenditures and the impairment losses. In the model of Healy et al. (2002) the last variable is called the write down, for this research the word amortization is used. The amortization does not only incorporate the write down but also the impairments. 

The successful-efforts model that will be used is as follows:
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where:

RETit: 
the economic return for firm i in year t, computed as the change in economic value plus the cash dividend for year i, deﬂated by beginning economic value.

NIBRDCit: 
net income before R&D expenses and amortization for firm i in year t, deﬂated by beginning economic value.

RDEXPCit: 
the part of the R&D expenditures that are expensed by firm i in year t, deﬂated by beginning economic value.

RDAMit: 
past capitalized R&D expenditures that are written-off or impaired for firm i in year t, deﬂated by beginning economic value. (amortization = write-off + impairment)

∆NIBRDC: 
The change of net income before R&D expenses and amortization for firm i in year t-t-1, deﬂated by beginning economic value.

∆RDEXPCit: 
The change in the part of the R&D expenditures that are expensed by firm i in year t-t-1, deﬂated by beginning economic value.

∆RDAMit: 
The change in the past capitalized development expenditures that are written-off or impaired for firm i in year t-t-1, deﬂated by beginning economic value. (amortization = write-off + impairment)
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is a disturbance term.

After determining the models the second step is to perform the tests. The regression analysis will be done with scaled and absolute variables. The second step is to perform the regression analysis. The third step is to analyse the results from the test. This first analysis contains analyzing the direction coefficients for the β. The β shows how the returns react on a change of a certain dependent variable. The second analysis is to assess the P-values. The P-values show if a variable has a significant influence on the returns. The third analysis is for the adjusted R-squared to provide evidence for explanatory power of the models.

After the regression analyses there are for each year eight adjusted R-squares, four for the cash-expense model and four for the successful-efforts model. The fourth step is to test if the second group has a significant higher R2 (more value relevant) than the first group. According to Moore et al. (2003, 443) to test this hypothesis it is necessary to use the dependent t-test, if assumptions have been proved, otherwise we use the non-parametrical Mann-Whitney t-test (t-test for matched pairs). The following hypothesis will be tested:
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Where:
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= population average of the adjusted R2 for the cash-expense method.
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The fifth step is to analyse the results and check if the successful-efforts method is significant more value relevant than the cash-expense method. 

5.3.2 Variables
In this section the variables will be further discussed. In the previous section the regression models were formed. This section provides the specific data items that are used for the variables per model.
The first model is the cash-expense model for the first hypothesis that focuses on earnings. The description per variable will be provided with the specific calculation:

RETit = the economic return for ﬁrm i in year t, computed as the change in economic value plus the cash dividend for year i, deﬂated by beginning economic value.
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NIBRDit = net income before R&D expense for ﬁrm i in year t, deﬂated by beginning economic value.
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RDEXPit = the R&D expense for ﬁrm i in year t, deﬂated by beginning economic value.
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∆NIBRDit = the deﬂated change in net income before R&D.
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∆RDEXPit = the deﬂated change in R&D expense.
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The next model is also for the first hypothesis. This model incorporates all the variables for the successful-efforts. The returns are calculated in the same manner, so they will not be explained again.

NIBRDCit: net income before R&D expenses and amortization for firm i in year t, deﬂated by beginning economic value.
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RDEXPCit: the part of the R&D expenditures that are expensed by firm i in year t, deﬂated by beginning economic value.
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RDAMit: past capitalized R&D expenditures that are written-off or impaired for firm i in year t, deﬂated by beginning economic value. (amortization = write-off + impairment)


[image: image18.wmf](

)

(

)

÷

÷

ø

ö

ç

ç

è

æ

+

=

shares

shareprice

enditures

pitalized

impairedca

Dwriteoff

R

ion

Damortizat

R

yearstart

*

exp

&

&


∆NIBRDC: The change of net income before R&D expenses and amortization for firm i in year t-t-1, deﬂated by beginning economic value.
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∆RDEXPCit: The change in the part of the R&D expenditures that are expensed by firm i in year t-t-1, deﬂated by beginning economic value.
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∆RDAMit: The change in the past capitalized development expenditures that are written-off or impaired for firm i in year t-t-1, deﬂated by beginning economic value. (amortization = write-off + impairment)
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The third model that is described in the previous section is the cash-expense regression model for the book values. The variable return is already discussed. The variables are calculated by the following data items:

ASSit: total assets for firm i in year t, deﬂated by beginning economic value.
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∆ASS: The change in total assets for firm i in year t-t-1, deﬂated by beginning economic value.
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The fourth model that is described in the previous section is the successful-efforts regression model for the book values. The variables return and RDAM and ∆RDAM are already discussed. The variables are calculated by the following data items:

ASSBCDit: the total assets before the capitalized development expenditures at year end for firm i in year t, deflated by beginning economic value.
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DCAPoldit: the development expenditures that are capitalized in previous years for firm i in year t, deﬂated by beginning economic value.
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DCAPnewit: the development expenditures that are capitalized for firm in year t, deﬂated by beginning economic value.
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∆ASSBCD: The change in total assets before the capitalized development expenditures at year end for firm i in year t-t-1, deﬂated by beginning economic value.
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∆DCAPoldit: The change in the development expenditures that are capitalized in previous years for firm i in year t-t-1, deﬂated by beginning economic value.
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∆DCAPnewit: The change in the development expenditures that are capitalized for firm i in year t-t-1, deﬂated by beginning economic value.
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5.3.3 Control variables
The models described in the first section of this paragraph have to be controlled with control variables if the relation before controlling will be the same as after controlling. This section describes which variables will be used. First the variables that are marked as perhaps usable in chapter three and four will be discussed, if they are applicable. Afterwards, the remaining variables that can be used will be discussed. Besides the discussion the calculation of the variables is provided.
In chapter three “Institutional setting” the macro economic variables and the control variables from Ali and Hwang (2007) are presented as not usable. Those variables aren’t usable, because the firms in the automotives industry are multinational firms. The economic events have impact on all firms, so controlling for these events isn’t necessary. The five factors from Ali and Hwang (2007) are: market-orientated or bank-orientated, government influence on standard setting, continental versus British-American model (financing), influence of TAX on standard setting, and spending on audits. Those factors are able to control for regional differences. The spending on audits isn’t relevant, because all firms are audited by one of the big four accounting firms. The factor continental model versus British-American model and the factor bank- versus market-orientated aren’t applicable too, because the firms are at this point in time heavily involved in both bank loans and capital from exchange markets. Those large automotive firms are not typically market orientated or bank orientated.

The variable government involvement is based on two law systems. The first system is the common law. Those rules come from court. For each element there is a rule. This done by the FASB. The second system is the code law were there are more guidelines instead of rules. This is principle based. Those principles are codified in law. This distinction is good to take into account. The systems common law and code law will be used as control variables. 

The last characteristic discussed in chapter four is the R&D intensity. According to Chan et al. (1990) and Chan et al. (2001) firms with R&D intensity above industry average receive a higher share price. The variable R&D intensity will be used as a control variable. The R&D intensity is calculated as follows:
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The control models that will be used are the distinction between code law/common law and the R&D intensity. In the absolute models the variables R&D intensity is replaced by the absolute value Revenue.

5.4 Conclusions
This chapter discussed the research design that will be used during this research. The fourth sub-question is:

“What research design will be used during this research?”
The first paragraph provided the hypothesis that need to be tested to obtain an answer on the main research question. The hypotheses that are developed are:

H1: The book values disclosed by recognizing R&D expenditures using the successful-efforts method is more value relevant than the cash-expense method, in the automotives industry.

H2: The earnings disclosed by recognizing R&D expenditures using the successful-efforts method is more value relevant than the cash-expense method, in the automotives industry.

The expectation is that the successful-efforts method is more value relevant than the cash-expense method. Those hypotheses are based on the results from Healy et al. (2002), Oswald (2008) and others. The second paragraph showed the transmission from a population of 106 automotives firms to the final sample of 31 automotives firms over the years 2000 to 2007. The sample is divided in 16 firms that use the cash-expense method for recognizing R&D expenditures and 15 firms that use the successful-efforts method for recognizing R&D expenditures. 

The last paragraph assessed what variables will be used as control variables. Most variables from prior literature weren’t applicable. The two control variables that will be used are the R&D intensity and the common law/code law.
6 Statistical tests and analyses
The sixth chapter of this research provides the statistical tests. In this chapter the seventh sub-question is answered:
“What result came from the regression models constructed in chapter five “Research design”?”

This question will be answered in the following five paragraphs. The first four paragraphs discuss one of the four constructed regression models. The models are: Book value model for the cash-expense method; Book value model for the successful-efforts method; Earnings model for the cash-expense method; and Earnings model for the successful-efforts method. Those four paragraphs maintain two subparagraphs. The first sub paragraph provides the analysis of the variables to test if assumptions are met to perform the regression analysis. The second subparagraph gives an overview of the result from the tested regression models. 
The fifth paragraph contains the test results of the t-test. This t-test tests if the explanatory powers of the successful-efforts models are significantly higher than the cash-expense models. The last paragraph of this chapter is the conclusion of this chapter.
6.1 Book value model for the cash-expense method

The first paragraph presents the test results from the book values for the companies mandated to the cash-expense method. The first section provides the test results if the assumptions are met for regression analysis. The assumptions are: normality of the residuals; homoscedasticity; multicollinearity; and linearity (Field, 2005 169-170). The second section provides the regression results. During the test phase the regression models were tested with relative variables, discussed in chapter five, but also with absolute values. Testing the regression models with absolute values lead to higher explanatory power for the earnings model for the successful-effort. This was an indication to perform tests for the other regression models with absolute values.
6.1.1 Meeting assumptions
The first assumption that is tested is the normality of the residuals. Normality can be seen in histograms. For the variable returns this is tested and shown in this chapter. The other variables are also tested but the histograms are placed in appendix 3. The first two figures present the normality of the returns relative and absolute:
[image: image31.emf][image: image32.emf]
The returns meet the assumption of normality, but the variables Assets scaled, Assets absolute and Revenue in Appendix three do not meet this assumption. With a small sample size this could lead to unreliable results. The sample for this model exists of 15 firms and 8 years. Beside that there are 4 missing observation, which lead to a sample size of 116 observations. That those three variables are not showing normality isn’t a problem, because of the central limit theorem. The central limit theorem means that when the sample is larger, it is a better reflection of the total population. Moore et al. (2003, p. 447) state that a sample of more than 40 approves non-normality. 
The second and third assumptions are homoscedasticity and linearity. Homoscedasticity is that the variance of the observations is equally for the whole sample. Linearity means that the scatterplot should show a straight line. Those two assumptions are met. There is one outlier, but this is not disturbing the research concerning the sample size. The scatterplot can be seen beneath. 
The fourth assumption is multicollinearity. Multicollinearity exist when two or more variable highly correlate with each other. This test will be performed together with the regression analysis. In the next section of this paragraph the coefficients table shows that the variation inflation factor is 1,511. This is below 10. According to Field (2005, 170) a value below 10 means that there is no multicollinearity between the variables. The fourth and last assumption of the book value models for the cash-expense method is met. 
[image: image33.emf]
6.1.2 Regression model
This section discusses the result from the regression model for the book values with the cash-expense method. This section provides the results of the scaled model first. This means that variables are scaled by the market value. Afterwards the results of the absolute variables are provided. Besides that there is a distinction between the models with and without control variables. 
The first results are with the scaled model before controlling:

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	
	
	
	
	

	1
	,156a
	,024
	,007
	1,1762265997


	Model
	Unstandardized Coefficients
	Standardized Coefficients
	T
	Sig.
	95,0% Confidence Interval for B
	Collinearity Statistics

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound
	Tolerance
	VIF

	1
	(Constant)
	,278
	,117
	 
	2,378
	,019
	,046
	,510
	 
	 

	
	Assets_sc
	-,012
	,007
	-,191
	-1,673
	,097
	-,026
	,002
	,662
	1,511

	
	MAssets_sc
	-,044
	,052
	-,096
	-,842
	,402
	-,148
	,060
	,662
	1,511


The book values for the cash expense method with scaled variables are not significant. The first table shows that the explanatory power is 0,007 this is very low and means that the variables assets and the change of assets explain 0,7% of the returns. The second table (coefficients table) shows that the variables are not significant. 

The next model to test is with the absolute values. Perhaps the absolute values have better results.
	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	
	
	
	
	

	1
	,536a
	,287
	,275
	1,13592E+12


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	T
	Sig.
	95,0% Confidence Interval for B
	Collinearity Statistics

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound
	Tolerance
	VIF

	1
	(Constant)
	4,340E+09
	1,213E+11
	 
	,036
	,972
	-2,360E+11
	2,447E+11
	 
	 

	
	Assets_abs
	-3,529E-02
	,036
	-1,642E-01
	-9,833E-01
	,328
	-1,064E-01
	,036
	,226
	4,422

	
	MAssets_abs
	1,261
	,312
	,675
	4,040
	,000
	,643
	1,880
	,226
	4,422


The model that uses the absolute values shows an explanatory power of 0,275. This is a large increase in opposite to the scaled or relative model. Although the higher adjusted r squared only the change of assets is significant in the model. The change of assets shows a direction coefficient of 1,261. This coefficient claims that an increase in assets leads to higher returns. In opposite to the change of assets the assets are not significant for the returns. This next tables show the same model only including the control variables code law/common law and revenue
	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	
	
	
	
	

	1
	,537a
	,288
	,263
	1,14526E+12


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95,0% Confidence Interval for B
	Collinearity Statistics

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound
	Tolerance
	VIF

	1
	(Constant)
	4,932E+09
	1,654E+11
	 
	,030
	,976
	-3,229E+11
	3,327E+11
	 
	 

	
	Assets_abs
	,033
	,171
	,152
	,191
	,849
	-3,063E-01
	,372
	,010
	98,834

	
	MAssets_abs
	1,241
	,321
	,664
	3,865
	,000
	,605
	1,878
	,217
	4,604

	
	CodeLaw
	8,577E+10
	3,287E+11
	,032
	,261
	,795
	-5,656E+11
	7,371E+11
	,431
	2,318

	
	Revenue
	-8,978E-02
	,221
	-3,240E-01
	-4,063E-01
	,685
	-5,276E-01
	,348
	,010
	99,189


When controlling the model by the structure of the Law and revenue the explanatory power doesn’t change much. Beside that the control variables aren’t significant and the only significant variable is still the change of assets. This means the former relation between change of assets and the returns still exist. 
The fourth assumption is multicollinearity. This assumption is met for all significant variables. The variance inflation factor should be below 10 according to Field (2003, 196). 
6.2 Book value model for the successful-efforts method

The second paragraph provides the test results the book values for the successful-efforts method. First the assumption will be tested and afterwards the regression model.
6.2.1 Meeting assumptions

The linearity assumption isn’t met by al variables, but according to Moore et al (2003, 447) a sample between 15 and 40 observation may have some skewness. This criterion is met by all variables because the sample is 38 observations and there is no extreme skewness. 

In appendix three the scatterplots show normality and homoscedasticity. In the first scatterplot there is one outlier. The second plot has several outliers. This is because it are absolute values. The scatterplots do not indicate that the variables do not meet the assumption homoscedasticity and linearity.
6.2.2 Regression model
This section provides the scores from the regression model for the book values with the successful-efforts. This model maintains several variables that are: total assets before capitalized development expenditures; capitalized development expenditures; new capitalized development expenditures; amortization; and the mutations per variable. This is the model that scaled the variables with the market value of the company. The explanatory power is 0,206. The variables used in this model are not significant. Only the change in assets before capitalized development expenditures is significant. Perhaps the absolute models provide more significant variables.
	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,615a
	,378
	,206
	,32955


	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95,0% Confidence Interval for B
	Collinearity Statistics

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound
	Tolerance
	VIF

	1
	(Constant)
	,431
	,101
	 
	4,271
	,000
	,225
	,637
	 
	 

	
	ASSBRD_sc
	,035
	,059
	,166
	,595
	,556
	-,086
	,157
	,275
	3,630

	
	DCAPyrend_sc
	,477
	1,128
	,186
	,423
	,676
	-1,831
	2,785
	,111
	8,999

	
	DCAPnew_sc
	-5,438
	3,348
	-,479
	-1,624
	,115
	-12,285
	1,410
	,246
	4,058

	
	RDAM_sc
	-1,251
	6,798
	-,070
	-,184
	,855
	-15,154
	12,652
	,147
	6,787

	
	MASSBRD_sc
	,332
	,130
	,540
	2,564
	,016
	,067
	,598
	,484
	2,067

	
	MDCAPyrend_sc
	-1,469
	1,929
	-,223
	-,762
	,452
	-5,414
	2,476
	,250
	3,996

	
	MDCAPnew_sc
	,728
	1,797
	,107
	,405
	,688
	-2,947
	4,403
	,310
	3,225

	
	MRDAM_sc
	-1,795
	6,420
	-,075
	-,280
	,782
	-14,924
	11,335
	,297
	3,363


The regression analysis with the same scaled variables and the control variables: common law / code law; and R&D intensity provided an explanatory power of 0,178. This is lower than the model without the control variables, but like the model above the variables are not significant. The controlled model doesn’t show a different relation than the uncontrolled model. 
Scaled controlled
	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,615a
	,378
	,178
	,33537


The following two regression analyses are based on the absolute book values and returns. The first model is without control variables. This model scored an 0,902 explanatory power. This is very large and means that the variables explain approximately 90% of the returns. The variables of this model are significant. Only the three mutation variables development cost capitalized at year end; development cost amortized; and new development cost capitalized are not to be significant. The only limitation that should be kept in mind is the multicollinearity. This is explainable, because the variables are calculated from each other. The capitalized development costs are part of the assets. The new capitalized development costs are part of the capitalized cost at year end. These combinations explain the multicollinearity. 
Absolute value 
	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,961a
	,923
	,902
	4,33347E+09


	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95,0% Confidence Interval for B
	Collinearity Statistics

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound
	Tolerance
	VIF

	1
	(Constant)
	-46474780
	1046190142
	 
	-0,044
	0,965
	-2186173869
	2093224309
	 
	 

	
	ASSBRD_abs
	0,308
	0,031
	1,738
	9,939
	0,000
	0,245
	0,371
	0,086
	11,577

	
	DCAPyrend_abs
	-9,433
	1,780
	-1,914
	-5,300
	0,000
	-13,073
	-5,793
	0,020
	49,373

	
	DCAPnew_abs
	7,073
	2,739
	0,401
	2,583
	0,015
	1,472
	12,674
	0,109
	9,149

	
	RDAM_abs
	16,351
	5,074
	0,840
	3,223
	0,003
	5,974
	26,729
	0,039
	25,739

	
	MASSBRD_abs
	0,138
	0,063
	0,156
	2,202
	0,036
	0,010
	0,267
	0,527
	1,897

	
	MDCAPyrend_abs
	-2,651
	1,401
	-0,227
	-1,892
	0,068
	-5,517
	0,214
	0,183
	5,462

	
	MDCAPnew_abs
	-1,340
	1,788
	-0,073
	-0,750
	0,459
	-4,997
	2,316
	0,281
	3,561

	
	MRDAM_abs
	-5,669
	4,095
	-0,151
	-1,385
	0,177
	-14,043
	2,705
	0,223
	4,488


This model is also checked with control variables. The control variables are common law / code law and revenue. The explanatory power is 0,932. This means the variables explain 90% of the returns. The relations in the above model do not change. The multicollinearity factors (VIF) are again above 10. This means that the variables do correlate with each other. This limitation should be kept in mind in analyzing the results.
Absolute observations with control variables

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,974a
	,948
	,932
	3,62406E+09


Paragraphs one and two give the test results for the book values for both the cash expense method and the successful-efforts method. The results are not yet compared with each other in this chapter. This chapter only provides the test results. The comparison and conclusion will be discussed in chapter seven “Analysis”. 
6.3 Earnings model for the cash-expense method

The third model focuses on the profit and loss account. This is the earnings model for the cash-expense method. This method prescribes that all research and development expenditures must be disclosed as cost when incurred. This method is incorporated in the third regression model. The first section of this paragraph tests the assumptions with the regression models. The second section provides the test results from the regression model.

6.3.1 Meeting assumptions

The assumptions normality, homoscedasticity, linearity are tested. The histograms and the scatterplots are placed in appendix three. The assumption normality is met for all variables but the variable RDEXP is not normal distributed. The sample is 111 and this is large enough to base this assumption on the central limit theorem. The scatterplots show that the homoscedasticity and linearity assumptions are met. The fourth assumption is non multicollinearity. This assumption not met for the absolute variables net income before R&D expenditures and R&D expenditures. R&D expenditures are a component of the net income before R&D expenditures. This can not be tested differently. This should be kept in mind during the analysis. The other variables meet the assumption non multicollinearity.
6.3.2 Regression model

The third analysis is for the earnings returns relation specified for the cash-expense method for disclosing research and development expenditures. The first model is with the variables scaled by market value. This model showed an explanatory power of 0,174. Beside that the variables are all significant. The increase in R&D expenditures has to a negative effect on the returns. 

The fourth assumption for regression is multicollinearity. This assumption is met, because the variance inflation factors are below ten. The SPSS results are presented below.
	Model Summary

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,444a
	,197
	,174
	1,09594

	a. Predictors: (Constant), MRDEXP_sc, MNIBRD_sc, RDEXP_sc


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	Collinearity Statistics

	
	B
	Std. Error
	Beta
	
	
	Tolerance
	VIF

	1
	(Constant)
	,498
	,118
	
	4,215
	,000
	
	

	
	RDEXP_sc
	-,364
	,098
	-,784
	-3,713
	,000
	,168
	5,935

	
	MNIBRD_sc
	-,681
	,196
	-,734
	-3,480
	,001
	,169
	5,930

	
	MRDEXP_sc
	-19,529
	5,238
	-,324
	-3,728
	,000
	,996
	1,004

	a. Dependent Variable: Returns_sc


Afterwards this model is controlled with the variables common law/code law and RD intensity. The distinction between common law and code law isn’t significant. The R&D intensity is significant and increased the explanatory power to 0,303. This SPSS output is presented below. The other relations stay to exist. 
	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,579a
	,335
	,303
	1,00671

	a. Predictors: (Constant), RDint_sc, CodeLaw, MRDEXP_sc, MNIBRD_sc, RDEXP_sc

	b. Dependent Variable: Returns_sc


This earnings model for the cash-expense method isn’t only tested with the scaled variables, but also with the absolute values. The model with the absolute values gives an explanatory power of 0,456. The variables have a significant relation with the returns. The net income has and positive effect on the returns. The R&D expenditures and the change variables have a negative impact on the returns.
Only the variance inflation factor is for the non mutation variables above ten. This means that there is multicollinearity. This is caused because the research and development expenditures are part of the net income before R&D expenditures. The multicollinearity should be taken into account during the analysis of the results. The SPSS outputs are presented below
	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,689a
	,475
	,456
	1,00542E12

	a. Predictors: (Constant), MRDEXP_abs, MNIBRD_abs, RDEXP_abs, NIBRD_abs

	b. Dependent Variable: Returns_abs


	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95,0% Confidence Interval for B
	Collinearity Statistics

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound
	Tolerance
	VIF

	1
	(Constant)
	76818723955
	121204455360
	 
	0,63
	0,53
	-163480897356
	317118345265
	 
	 

	
	NIBRD_abs
	5,01
	1,00
	1,87
	5,00
	0,00
	3,02
	7,00
	0,04
	28,23

	
	RDEXP_abs
	-5,04
	2,39
	-0,77
	-2,11
	0,04
	-9,79
	-0,29
	0,04
	26,77

	
	MNIBRD_abs
	-2,31
	0,90
	-0,22
	-2,58
	0,01
	-4,09
	-0,53
	0,68
	1,48

	
	MRDEXP_abs
	-50,78
	7,19
	-0,79
	-7,06
	0,00
	-65,03
	-36,53
	0,40
	2,50


Also this model is controlled with control variables. The control variables are not significant and the explanatory power almost remains the same at 0,459. This means that the same relation holds.
	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,699a
	,489
	,459
	1,00211E12

	a. Predictors: (Constant), Revenue_abs, MNIBRD_abs, CodeLaw, MRDEXP_abs, NIBRD_abs, RDEXP_abs

	b. Dependent Variable: Returns_abs


6.4 Earnings model for the successful-efforts method

The fourth model is also an earnings model. The variables used in this model are based on the disclosure of research and development expenditures using the successful-efforts method. The first section asses whether the assumptions are met. The second section provides the regression results. First the absolute model will be discussed and afterwards the scaled model.
6.4.1 Meeting assumptions

The histograms show a normal distribution. There is some skewness but the sample exists of 38 observations. Some skewness is allowed by this sample according to the central limit theorem. The assumption of normality is met.

There are some outliers in the scatterplots. Those outliers can be explained by the difference in size of the firms. The variables can be used in regression and the assumptions homoscedasticity en linearity are met. The scatterplots and histograms are placed in appendix three.

The fourth assumption is non multicollinearity. In the next section in the coefficient tables this assumption is tested by the variance inflation factors. The VIF stay below 10, which indicate that the assumption of non multicollinearity is met.
6.4.2 Regression model
After the assessment of the assumptions the regression models are tested. First, the regression model with the scaled variables is tested. Second, the regression model with the absolute variables is tested. The regression model with the scaled variables provided an explanatory power of 0,188. The variables tested in this model are not significant. Perhaps the control variables give new inside. The SPSS output of the scaled model are showed below.
	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,565a
	,320
	,188
	,332870829

	a. Predictors: (Constant), MRDAM_sc, MRDEXPD_sc, NIBRD_sc, MNIBRDC_sc, RDEXPD_sc, RDAM_sc

	b. Dependent Variable: Returns_sc


	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95,0% Confidence Interval for B
	Collinearity Statistics

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound
	Tolerance
	VIF

	1
	(Constant)
	,470
	,108
	 
	4,361
	,000
	,250
	,690
	 
	 

	
	NIBRD_sc
	-,048
	,073
	-,105
	-,659
	,515
	-,198
	,101
	,857
	1,167

	
	RDEXPD_sc
	-,747
	2,258
	-,113
	-,331
	,743
	-5,352
	3,858
	,189
	5,289

	
	RDAM_sc
	-,670
	6,411
	-,037
	-,104
	,918
	-13,745
	12,406
	,176
	5,690

	
	MNIBRDC_sc
	,756
	,212
	,623
	3,568
	,001
	,324
	1,189
	,721
	1,387

	
	MRDEXPD_sc
	-,138
	,218
	-,094
	-,631
	,533
	-,583
	,308
	,982
	1,018

	
	MRDAM_sc
	-3,744
	4,738
	-,156
	-,790
	,435
	-13,407
	5,920
	,565
	1,770


The control variables that are used testing this model are R&D intensity and code law/common law. These control variables don’t give new insight on the model. The variables used in this analysis stay insignificant. The explanatory power has increased minimum.
	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,589a
	,347
	,195
	,331439697

	a. Predictors: (Constant), RDint_sc, RDAM_sc, MRDEXPD_sc, MNIBRDC_sc, NIBRD_sc, MRDAM_sc, RDEXPD_sc

	b. Dependent Variable: Returns_sc


The second model for the earnings returns relation for the successful-efforts method is the model with the absolute values. The explanatory power is 0,883. This is a large increase in opposite to the scaled model. The variables used are also significant. Only the change in net income before R&D isn’t significant. The change in direct research and development expensed has a p-value of 0,06. Due to the sample size of 38 this variable is seen as significant. The variable net income before R&D has a positive effect on the returns. The change variable also shows a positive effect, meaning that an increase in net income before R&D has an extra positive effect on the returns. The variable R&D expenditures that are directly incurred and the R&D amortization also have a positive affect on the returns. Although, the mutation of those two variables have an extra negative effect on the returns. The SPSS outputs are provided beneath.

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,950a
	,902
	,883
	4,739E9

	a. Predictors: (Constant), MRDAM_abs, RDEXPD_abs, MNIBRD_abs, NIBRD_abs, MRDEXPD_abs, RDAM_abs

	b. Dependent Variable: Returns_abs


	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.
	95,0% Confidence Interval for B
	Collinearity Statistics

	
	B
	Std. Error
	Beta
	
	
	Lower Bound
	Upper Bound
	Tolerance
	VIF

	1
	(Constant)
	-1506973512
	1059511961
	 
	-1,42
	0,16
	-3667862403
	653915380
	 
	 

	
	RDEXPD_abs
	3,24
	1,14
	0,44
	2,84
	0,01
	0,91
	5,57
	0,13
	7,60

	
	RDAM_abs
	8,23
	2,81
	0,42
	2,93
	0,01
	2,51
	13,96
	0,15
	6,59

	
	NIBRD_abs
	2,83
	0,61
	0,40
	4,65
	0,00
	1,59
	4,07
	0,42
	2,36

	
	MNIBRD_abs
	1,17
	0,76
	0,11
	1,54
	0,13
	-0,38
	2,72
	0,59
	1,69

	
	MRDEXPD_abs
	-3,26
	1,70
	-0,16
	-1,92
	0,06
	-6,72
	0,20
	0,48
	2,10

	
	MRDAM_abs
	-10,31
	3,86
	-0,27
	-2,67
	0,01
	-18,18
	-2,43
	0,30
	3,34


The control variable revenue and common law/code law is added to the model. The variable common law/code law is not significant in this regression model. Revenue is significant but it didn’t lead to a change in the relations between the other variables and the returns. The explanatory power increased from 88% to 90%.
	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,959a
	,919
	,900
	4,373E9

	a. Predictors: (Constant), Revenue_abs, MNIBRD_abs, MRDEXPD_abs, NIBRD_abs, MRDAM_abs, RDAM_abs, RDEXPD_abs

	b. Dependent Variable: Returns_abs


The results from the earnings for the successful-efforts method and the cash-expense method will be compared and analysed in chapter seven “Analysis”.
6.5 Testing the explanatory powers

In the previous paragraphs eight regression models are tested. The last test that has to be performed is a paired t-test. Each model has an explanatory power and that explanatory power can be linked to and explanatory power of another model. An example of a link is that the earnings model is tested for firms that used the cash-expense method for disclosing their R&D expenditures and firms that use the successful-efforts method. The main research question states that the successful efforts method is more value relevant for disclosing R&D expenditures than the cash-expense method. By paring the explanatory powers a t-test gives an answer on the main research question. The figure below gives an overview of the paired relations.

	 
	 
	C_E
	S-E

	Book value
	Relative
	0,007
	0,206

	 
	Absolute
	0,275
	0,902

	Earnings
	Relative
	0,174
	0,188

	 
	Absolute
	0,456
	0,883


The above relations will be tested using a paired t-test. Due to the low number of observations the p-value for accepting the alternative hypothesis will be 0,1. The hypotheses are as follows:
H0
µsuccessful-efforts = µcash-expense

Ha
µsuccessful-efforts > µcash-expense
The performed t-test is a two tailed test. The test described in the hypotheses above is an one tailed test. The t-test showed a p-value of 0,098. This 0,098 is two tailed, so each tail has a p-value of 0,049. This p- value of 0,049 is lower than the critical p-value of 0,1. This means that hypothesis H0 is wrong and Ha is accepted. In other words the explanatory powers of the successful-efforts are significant higher than those from the cash-expense method. Those results are provided in the SPSS output below.
	Paired Samples Test

	
	
	Paired Differences
	t
	df
	Sig. (2-tailed)

	
	
	Mean
	Std. Deviation
	Std. Error Mean
	90% Confidence Interval of the Difference
	
	
	

	
	
	
	
	
	Lower
	Upper
	
	
	

	Pair 1
	C_E - S_E
	-,31675
	,26704
	,13352
	-,63097
	-,00253
	-2,372
	3
	,098


This chapter doesn’t answer the main research question. The research question will be answered in the next chapter. 

6.6 Conclusion

This chapter described the statistical results from the regression models. This chapter begun with the seventh sub-question:
“What result came from the regression models constructed in chapter five “Research design”?”

First for all regression models the variables were checked on the assumptions normality, homoscedasticity, linearity and multicollinearity. Most variables showed a normal distribution of the observations. Some didn’t show a normal distribution, but the central limit theory gives base to meet the assumption of normality. The second and third assumption homoscedasticity and linearity are also met. There are some outliers but those outliers are not disturbing the research concerning the sample size. The fourth assumption is non multicollinearity. Not all models meet the assumption of non multicollinearity. Some variables showed a variance inflation factors above 10, which means a strong correlation between variables. This correlation is expected because many variables are dependent upon another. The multicollinearity is a limitation that should be kept in mind during the analyses of the next chapter, but it isn’t a large limitation.
The regression models tested in this chapter provided explanatory powers between 0.007 to 0.902. The first set of models tested is the book value models. The firms that use the cash-expense method showed low explanatory powers and the variables were not significant. The firms that used the successful-efforts model showed higher explanatory power than firms that use the cash-expense method. The model with the absolute variables showed the most significant variables.
The second set of models is the earnings models. The first model tested included firms that used the cash expense method. The variables have a significant relation with the returns and the explanatory power was for the scaled models 17% and for the absolute models 46%. The second model tested was for firms that used the successful-efforts method. The variables in the absolute model are significant, but the variables in the scaled model are not significant. The explanatory powers are 19% for the scaled model and 88% for the absolute model. 
The last test performed is a paired T-test where the explanatory powers of the successful-efforts models showed to be significant higher than the explanatory powers of the cash-expense models.

7 Analysis

The previous chapter presented the statistical analysis of al the regression models. This chapter will be more human language and will answer the last sub-question:
“What is the relation between the results from prior empirical literature, the hypotheses and the test results from this research?”
In the first paragraph the earnings and hypothesis one will be analysed. In the second paragraph the focus will be on the book value models and the second hypothesis. When the two hypotheses are analysed the main research question can be answered in paragraph three. The last paragraph is a conclusion of this chapter.
7.1
Book value model: successful-efforts versus cash-expense

The first paragraph focuses on the book values. In chapter five the second hypothesis is states as follows:
 “H1: The book values disclosed by recognizing R&D expenditures using the successful-efforts method is more value relevant than the cash-expense method, in the automotives industry.”

Disclosing R&D expenditures using the cash-expense method means that all R&D cost must be disclosed in the income statement when incurred. The consequence for the balance sheets is that there are no capitalized development expenditures. The tested models in chapter six showed that the scaled total assets do not have a significant relation with the market returns. In opposite to the scaled model the model that uses the absolute values showed a higher explanatory value. The significant variable is the change in total assets. This is a positive relation. This means that an increase in total assets, would lead to an increase in the market returns. 
The second set of regression models analysed is the book values that used the successful-efforts method with the scaled variables. The successful-efforts method has the consequence that the book values can be specified in capitalized development expenditures and total assets. Beside that the new capitalized expenditures and the amortization are also included in the analysis. The first model is the scaled model. This model showed an explanatory power of 0,206 in opposite to the explanatory power of the scaled cash-expense model of 0,007. This is a large increase in explaining the relation with the returns and the variables. This model showed one significant variable that is the change in total assets. This is a positive association. The capitalized development expenditures, the amortization and the new capitalized development expenditures are not significant associated to the market returns. This result is in line with the relation found in the absolute model for the cash-expense method described above. 

The last model in this section is the book value model with firms that use the successful-efforts method and the model with absolute values. This model explained 90% of the returns. This is a large increase in opposite to the explained relation in the cash-expense model, which explained 27,5% of the returns. The variables used in this model are significant. The association between the assets before development capitalized is positive. This means that an increase of assets could lead to higher returns. The variables specified for the capitalized development expenditures show that the capitalized expenditures in the balance sheets have a negative association with the returns. Although these capitalized development expenditures lead to economic benefits, the association is negative. The new capitalized development expenditures have a positive association on the returns. This is an interesting movement, because when development expenditures are newly capitalized returns will increase, but when they are capitalized in previous years they have a negative association with the returns. When the capitalized development expenditures are amortized it has a positive association on the returns. Perhaps investors see the amortization as a signal that in the period of amortizing the economic benefits will be gained.
The successful-efforts models showed a higher explanatory power than the cash-expense models for book values. There are four observations of explanatory powers, which are the adjusted R squares. This number is too less to perform a statistical test. The adjusted R squares of the first hypothesis cannot be statistically tested, but the evidence gained is encouraging that the successful-efforts method increases the value relevance in opposite to the cash-expense method for recognizing development expenditures. 

This conclusion is in line with prior research from Loudder and Behn (1995), Chambers et al. (2000), Lev and Sougiannis (1996), who found that that the successful-efforts method increases the value relevance. Beside that Abrahams and Sidhu (1998) and Zhao (2002) also provided evidence for respectively Australia and US/UK/Germany/France that a distinction between capitalizing and expensing is value relevant. The indication that the successful-efforts method explains more of the returns than the cash-expense method for book values is in contrast to the results from Han and Manry (2004). They found that the book values for the successful-efforts method explain non of the returns.
Beside that this research indicated that the specifying of development expenditures in capitalized expenditures and direct costs holds more value relevant information. This conclusion is shared by Aboody and Lev (1998), who provide evidence that capitalizing those costs leads to more value relevant information and Oswald (2008) provides evidence that capitalized costs when future benefits are proven and expensed costs when no future benefits are proven is value relevant information. A limitation that should be kept in mind is that the absolute model had multicollinearity. 
7.2
Earnings model: successful-efforts versus cash-expense

Where the previous paragraph focused on the book value relation this paragraph focuses on the earnings relation with returns. This hypothesis that belongs to this relation is the first hypothesis described in chapter five:
“H2: The earnings disclosed by recognizing R&D expenditures using the successful-efforts method is more value relevant than the cash-expense method, in the automotives industry.”

Disclosing R&D expenditures using the cash-expense method means that all R&D cost must be disclosed in the income statement when incurred. The first regression model was with the scaled values. This model has an explanatory power of 17,4%. The R&D expenditures disclosed in the income statement have a negative association with the returns. Beside that the change in R&D expenditures has a strong negative association with the returns, which could indicate that the market undervalues R&D expenditures. The change in net income with the R&D expenditures together has a negative association with the returns. This means that when the spending on R&D decreases the returns could rise. The absolute model has an explanatory power of 45,6%. All the variables have a significant influence on the returns. The net income before research and development expenditures has a positive association with the returns. The change in this variable has a negative association. This negative impact of the change is in line with the scaled model. In this model the change has a large decreasing association with the returns, which implicate that a rise in R&D expenditures could lead to a decrease in returns. The R&D expenditures and the change in R&D expenditures show a negative association with the returns. The conclusion that can be drawn from the cash-expense models is that the spending on R&D lead to a decrease in returns. This can be explained by the fact that an increase in cost lead to lower profits. This leads to lower dividends and lower returns. This indicates a short sided view of investors on R&D expenditures.
The last two regression models are earnings models that use the successful-efforts method. The costs of R&D in the income statement are all research expenditures, the development expenditures that do not meet the requirement of IAS38 (probable future benefits), and the amortization of the capitalized development expenditures. The first model of the earnings models that uses the successful-efforts is with scaled values. This model has an explanatory value of 18,8%, which is an increase of 8% in comparison to the explanatory value of the cash-expense model (17.4%). This means that the successful-efforts method explains 8% more of the returns than the cash-expense method with the scaled variables.
The only variable that showed to be significant is the change in net income before R&D expenditures. This is a positive association, so an increase in income or more R&D costs could lead to a higher value relevance. 
The earnings model with the successful-efforts method and absolute variables provided an explanatory power of 88,3% this is almost a doubling in opposite to the explanatory power for the cash-expense method (45,6%). This means that the successful-efforts method explains twice as much of the market returns for this sample. 

The variables within the earnings model with the successful-efforts method and the absolute variables are all significant. The net income before R&D expenditures and the change in this variable has a positive association with the returns. This may indicates that investors appreciate an increase in net income and understand that an increase in R&D expenditures is not just costs but a signal that the probable future benefits are realized. This indication is the same for the amortization of capitalized development expenditures, the amortization has a positive association with the returns. In opposite to the amortization the change in the amortization has a negative association with the market returns. An explanation for a negative relation between R&D amortization and the returns could be that when the amount of capitalized development, that lead to probable future benefits, is lower and the amount of probable future benefits decreases. The R&D expenditures that are directly incurred have a significant positive association with the returns. This is remarkable because, when R&D expenditures are not capitalized they do not meet the requirement of probable future benefits. The change in this variable is more logical. The increase in direct expensed R&D expenditures has a negative association with the market returns. This means that an increase in spending on non-probable future benefit R&D could lead to a decrease in returns.

The explanation given in this chapter for the direction coefficients of the variables are not empirically tested, but can be implicated as suggestions. Investigations of these negative and positive associations can be subject of further research. 
The successful-efforts models showed a higher explanatory power (adjusted R squares) than the cash-expense models for earnings models. In this paragraph are four earnings model analysed. These are the models with the cash-expense method and the successful-efforts method. Beside that a distinction in models is made between scaled variables and absolute variables. Each model has an explanatory power, which leads to four explanatory powers. This number of adjusted R squares is to less to perform a statistical test. The hypothesis states that the successful-efforts method is more value relevant than the cash-expense method. This cannot be statistically tested, due to the small number of explanatory powers (adjusted R squares). Although, no significant evidence for hypothesis one can be provided the results from the tests are encouraging that the successful-efforts method increases the value relevance in opposite to the cash-expense method for recognizing development expenditures in the automotives industry. 

The researches in the US from Chambers et al. (2000), Loudder and Behn (1995) and Aboody and Lev (1998) provided evidence that the successful-efforts method is more value relevant. Oswald (2008) did research in the UK in the period before IFRS when firms where allowed to choose which method to use for recognizing R&D expenditures. Oswald concluded that the successful-efforts method more value relevant. Zhao (2002) and Abrahams and Sidhu (1998) did research in respectively, US/UK/Germany/France and in Australia. Their results are in line with the others that the successful-efforts method is more value relevant. Healy et al. (2002) provided significant evidence that the successful-efforts method is more value relevant than the cash-expense method. The regression model used is based on Healy et al. (2002). For the automotives industry the indication is the same as for the pharmaceutical industry investigated by Healy et al. (2002). The above described researches provide the same results as this research. Although the hypothesis isn’t empirically tested, due to less observations. This is the first limitation. The second limitation is that some variables have multicollinearity. This means that some variables correlate with each other. When there is perfect collinearity the direction coefficients can be for both variables. The variables in this research can not avoid multicollinearity, because one variable is part of another variable. An example of this is that the R&D expenditures (variable one) in the income statement are part of the net income before R&D expenditures (variable two). This means that if variable one changes variable two changes too.
7.3
Main research question

This paragraph is divided in two sections. The first section gives an answer on the main research question. Beside that the limitation and the questions raised for further research are discussed. The second section provides an overview of the objectives set in the introduction and if those objectives are realized. Afterwards the relevance as discussed in the introduction will be analysed.

7.3.1 Main research question
The previous paragraphs discussed the outcomes from the regression models and the answers on the hypotheses. The limitation was that the limited number of explanatory powers (adjusted R squares) prohibit to perform a statistical t-test, to test if the successful-efforts method is more value relevant than the cash-expense method. In paragraph 6.5 “Testing the explanatory powers” the results are showed from the t-test that tested the combined explanatory powers of all eight regression models. With those results this paragraph provides the main conclusion on the main research question, which is:
Do the different recognition methods of R&D expenditures lead to different value relevance for disclosing R&D expenditures in the period from 2000 to 2007?

The paired t-test in paragraph 6.5 provides evidence that the financial statements that disclose their R&D expenditures with the successful-efforts method have a significant higher explanatory power than the financial statements that disclose their R&D expenditures with the cash-expense method. The answer to the main question is that there is a difference in value relevance between the different methods used for recognizing R&D expenditures. This research conclude that the successful-efforts method is more value relevant than the cash-expense method in the automotives industry.
This conclusion is in line with researches from Loudder and Behn (1995), Chambers et al. (2000), Lev and Sougiannis (1996), Abrahams and Sidhu (1998), Zhao (2002), Aboody and Lev (1998), Oswald (2008) and Healy et al. (2002), who also found that the successful-efforts method is more value relevant than the cash-expense method for recognizing and disclosing R&D expenditures. 

The first limitation of this research is that the sample for the successful-efforts model is based on IFRS reporting companies in the automotives industry. This leaded to a sample of 38 observations in the years 2005 to 2007. The second limitation is that this research is done in the automotives industry. The results from this research cannot be generalized to other industries. The third limitation is that some variables are subparts of other variables, which leaded to multicollinearity. The fourth limitation involves the research period. In this research the economic circumstances are not included. The fifth limitation is that this research is a market based research. This sort of research doesn’t provide causal relation, but the results of this research and prior research together with the rationality that a distinction between non effective R&D expenditures and effective R&D expenditures give a good indication that the relation found in this research exists. 
This research also raised several questions. Those questions may be part of further investigation. The first question raised is the relationships between the variables and the returns. Some relationships tend to have a relation opposite to what would be expected. A good example is that R&D expenditures that are directly expensed (under the successful-efforts method) can be indicated non effective R&D expenditures. The relation that the regression analysis gives is a positive relation. This means that those expenditures have a positive effect on the returns. In further research this relation can be investigated by interviewing users and preparers of financial statements. 
A second question raised during this research is how the relations will develop over time. The period of testing the successful-efforts was three year in future investigations this period should be made longer and check whether the conclusions found in this research still hold. Beside that a longer sample period gives the opportunity to investigate time series and time lags. 
A third remarkable question raised is the difference in the adjusted R squares found between the scaled models and the absolute models. The scaling variable in this research was the market value. This variable that changed the ratio’s between the dependent and independent variables. 
7.3.2 Objectives and relevance
This section will provide an overview if the three objectives set in the introduction are met. Afterwards the relevancy of this research will be analysed. 

The first objective was to provide an overview of prior empirical literature relevant for the disclosing methods of R&D expenditures. The three accepted methods in literature are the cash-expense method, the successful-efforts method and the full cost method. The first two methods are investigated. The full-cost method isn’t investigated, because this research only uses only method prescribed by standards and does not use transformed data. The argument was that prior literature investigates several methods, but they had to transform the data for the different methods. Since 2005 the IASB prescribes the successful-efforts method. The prescribed successful-efforts method by the IASB and the cash-expense method by the FASB gave the opportunity to investigate two methods with data from annual reports. For that reason the full-cost method is excluded. Within the overview of empirical literature the lack of real data from annual reports made this research relevant
The second lack in prior literature was more of a technical base. The regression analyses done in prior research were on industry and country level. In this research a cross-country regression analysis is performed. The reason for this was that the IASB standards are for all countries within the European Union. The sample in the automotives industry involved companies in different countries. The second objective was to perform a cross-country analysis. This objective is met in this research.

The third objective was to perform a book value analysis. Prior research provide regression analysis like Healy et al (2002) did for the earnings models, but prior research didn’t provide book value models specified for capitalized development expenditures. Han and Manry (2004) used book value variables in regression analysis. Those book value variables are the total assets and the change in total assets. This research also included the capitalized development expenditures to complete the book value models. 

After the analysis of the objectives and knowing the results of this research a link has to be made to the relevant users of this research. This research is relevant for standard setters, prepares and users of financial statements. 

The first group is the standard setters. The conclusion in this research is from a value relevance point of view that the successful-efforts method is more value relevant. This research can ad intelligence in the convergence process of IFRS and US-GAAP, where at this point in time the standard setters standing opposite from each other. This research recommends using the successful-efforts method for recognizing and disclosing R&D expenditures. 
The second group of relevant users are the prepares of financial statements. This research concluded that the successful-efforts method is more value relevant for disclosing R&D expenditures. This research recommends preparers of financial statement to use this method. At this point in time European firms listed in the United States are allowed to use IFRS. Firms in the US listed in the US are not allowed to use IFRS and are mandated to the cash-expense method. Perhaps when the FASB allows US firms to use apply IFRS management of those firms will choose for IFRS, because the disclosure of R&D expenditures with the successful-efforts method is more value relevant.
The third group of relevant users is the users of the financial statements. This research gives insight in the different methods for disclosing R&D expenditures. The conclusion in this research is that the successful-efforts method is more value relevant than the cash-expense method. With this knowledge investors can make a better assessment of the firms’ equity. 
7.4
Conclusion
In the previous paragraphs the main research question is answered, that was part of the last sub-question:
“What is the relation between the results from prior empirical literature, the hypotheses and the test results from this research?”
The first two paragraphs provided an analysis of the regression models, where is found that some of the models have great explanatory power to explain the returns. The conclusion is that there is an indication that the successful-efforts models have a higher explanatory power. This isn’t empirically testable. In the third paragraph the results of the combined explanatory powers are discussed. The result was that the successful-efforts models have a significant greater explanatory power. This was the foundation to answer the main research question:

Do the different recognition methods of R&D expenditures lead to different value relevance for disclosing R&D expenditures in the period from 2000 to 2007?

The overall conclusion is that the different recognition methods have a different value relevance and the successful-efforts method is more value relevant than the cash-expense method in the automotives industry. 
Afterwards the objectives and relevance is discussed and analysed. The three objectives were: an overview of empirical literature; a cross-country analysis and book value returns model. Those objectives are met. Beside that there is concluded that this research is relevant for standards setters. An example is the convergence process between the IASB and FASB. They prescribe opposite methods for disclosing R&D expenditures. This research recommends to choose the for the successful-efforts method from a value relevance point of view. Beside that the relevance for preparers and users is also discussed. Prepares should use the successful-efforts method for disclosing R&D expenditures. The users should pay attention what method is used in valuing firms’ equity.
8 Summary and conclusions
The FASB and IASB are in a convergence program to create one leading standard globally. On the point of recognition and disclosing of R&D expenditures, both standard setters are not yet in convergence. The FASB prescribes the cash-expense method and the IASB prescribes the successful-efforts method since 2005. This gives the opportunity to test both methods with real data. Research and development are highly involved in the new technologies in the automotives industry. The interest of the author in the new innovations for clean engines was the trigger to choose for the automotives industry. This research answered the following research question:
Do the different recognition methods of R&D expenditures lead to different value relevance for disclosing R&D expenditures in the period from 2000 to 2007?

Before providing the main finding of this research the construction and conclusion on the sub-questions will be summarized. The second chapter of this research provided an answer in what research area this research can be placed in and what research approach will be used. The usefulness of financial statements is chosen above voluntary disclosures. Besides that the value relevance research approach is chosen to perform this research.
The third chapter discussed the differences that should be incorporated in the research beside the different recognition methods for R&D expenditures. The firms within the sample are located in the US, EU and Japan. A difference that came out of this comparison was the distinction between common law and code law countries. This difference is incorporated in the analysis as a control variable.
The fourth chapter is a summarization of the prior empirical literature on the topic of R&D expenditures and the value relevance of the different recognition methods for R&D expenditures. The aim of chapter four is to provide an overview of performed researches and find lacks in those researches. This research tries to cover these lacks. Researches from Lev and Sougiannis (1996), Chambers et al. (2000), Loudder and Behn (1995), Aboody and Lev (1998) and Healy et al. (2002) provided evidence that the successful-efforts method is more value relevant than the cash-expense method. Most researches used American data and transformed the cash-expense method to data as if the successful-efforts method is used. This research used real data instead of transformed data. Since 2005 IAS 38 prescribes the successful-efforts method. This research can check with real data is the successful-efforts method is indeed more value relevant than the cash-expense method. Another difference to prior research is that this research tested firms in a world wide cross-country model.

Beside the comparison between the cash-expense method and the successful-efforts method empirical research gave insights on specific characteristics that specify the relation between the R&D expenditures and the returns. Researches from Chan et al. (1990), Chan et al. (2001), Lev and Zarowin (1999) and Boone and Raman (2001) showed that R&D intensity is a specific characteristic that influences the book value/earnings returns relation. The R&D intensity is used as a control variable.

After the analysis of the prior empirical literature the research design is developed in chapter five. The first step was to set the hypotheses that would help to answer the main question. The following two hypotheses are developed:
H1: The book values disclosed by recognizing R&D expenditures using the successful-efforts method is more value relevant than the cash-expense method, in the automotives industry.

H2: The earnings disclosed by recognizing R&D expenditures using the successful-efforts method is more value relevant than the cash-expense method, in the automotives industry.

The expectation is that the successful-efforts method is more value relevant than the cash-expense method. Those hypotheses are based on the results from Healy et al. (2002), Oswald (2008) and other empirical literature from chapter four.

The second step was to set the population and the sample. The population exists out of 106 automotives firms that are subtracted from the Thompson one Banker database. The firms in the population had to meet same criteria to become in the sample. The criteria were: located in jurisdictions of the IASB, FASB and the ASBJ; the firms must have R&D expenditures and the availability of the annual reports. The sample is 31 firms large. These are the larger automotive companies in the world.

Afterwards the methodology is provided. This research used a cross-country contemporaneous regression model. The earnings model is subtracted from Healy et al. (2002). The book value model used variables from the research from Han and Manry (2004). Beside the models the calculation of the variables are provided and the control variables are discussed.

The sixth chapter provides the results from the empirical tests. The book value models and the earnings models explained between 0,7% and 90% of the returns. The cash-expense models explained the returns between the 0,7% and the 45%. The successful-efforts models explained between the 20% and 90% of the returns. A conclusion from the book value model for the successful-efforts method is that the new capitalized development expenditures have a positive effect on the returns. The earnings models provided evidence that the R&D expenditures have a negative influence on the returns for both the cash-expense method and the successful-efforts method. The last test provided evidence that the successful-efforts method explains significant more of the returns than the cash-expense method.
The seventh chapter provided the overall conclusions of this research. First, the hypotheses give an indication that the successful-efforts method is more value relevant than the cash expense method. Second, the final analysis provided the conclusion on the main research question of this research:
Do the different recognition methods of R&D expenditures lead to different value relevance for disclosing R&D expenditures in the period from 2000 to 2007?

The firms that use the successful-efforts method explained significant more of the market returns than the firms that use the cash-expense method. This means that there is a difference in recognition methods for R&D expenditures. For the period from 2000 to 2007 (for successful-efforts method from 2005 to 2007) in the automotives industry the successful-efforts method is more value relevant than the cash-expense method.

Those conclusions are relevant for the standard setters and preparers of financial statements. The IASB and FASB are in a convergence program to create a world leading accounting standard. The FASB prescribes the cash-expense method and the IASB prescribes the successful-efforts method. On base of this and prior research and from a value relevance point of view the successful-efforts method is preferred above the cash-expense method. 

Beside the standard setters this research is also relevant for the preparers of financial statements. They should use the successful-efforts method for disclosing R&D expenditures from a value relevance perspective.
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Appendix 1 Summary empirical literature

	Author(s) and year
	Research question
	Methodology
	Population  and sample
	Results, conclusions

	Paragraph 4.1 Capital market research for R&D expenditures

	Chan et al. (2001)


	Does the stock market appropriately accounts for the value of R&D expenditures?
	Time series regression  analysis
	- All US firms listed on NYSE, AMEX, and NASDAQ  

- Compustat and CRSP files

- 1975 to 1995.
	- Evidence does not support a direct link between R&D spending and future stock returns.

- For firms engaged in R&D the evidence on an association between R&D intensity measured relative to sales and future returns in not strong.

- Clearest evidence from stocks with high R&D relative to market value of equity: distinctive role.

- R&D intensity is associated with return volatility.



	Green et al. (1996)
	Develop a body of UK knowledge on the market valuation of R&D expenditures to answer the question: 

Are R&D expenditures capitalised by the UK capital market and, if so, to what extent?
	Cross-sectional regression analysis
	- All UK listed firms

- 1990 to 1992

The sample includes:

190 firms (1990)

232 firms (1991)

240 firms (1992)
	- The impact of residual income on market value seems strong; and, of particular relevance to this study.

- There is little evidence that the UK stock market totally fails to recognize the valuation-relevance of R&D expenditures.

	Hall and Oriani (2006)
	Does the market value R&D investment by European firms?
	Cross-sectional regression analysis

(Time series results not included)
	- Manufacturing companies publicly traded in France, Germany, Italy, U.K., and U.S. 

- 22 different industries

- 1989 to 1998

The sample includes:

France: 7,879 firms

Germany: 18,180 firms

Italy: 3,631 firms

U.K.: 7,753 firms

U.S.: 109,102 firms
	- There is no selection bias in the valuation equation included by the fact that some firms choose not to report R&D for any of the countries

-  Looking across all firms, R&D is valued similarly in

France, Germany, and the US during this period, it is valued roughly twice as high in the UK, and not valued at all in Italy.

- R&D is valued highly, closer to the UK level, in French and Italian firms with no major shareholder.

- In firms with a major shareholder the market places zero value on the R&D

	Hall, 1993
	What is the stock market’s valuation of the intangible capital created by R&D investment in the manufacturing sector?
	Cross-sectional regression analysis


	- All publicly traded firms in the U.S. manufacturing sector (Compustat 2000-3999) that existed in 1976 or entered between 1976 and 1991

- National Bureau of Economic Research

- 1973 to 1991

The sample includes:

24,333 observations on 2,480 firms 
	- The stock market valuation of R&D capital in U.S. manufacturing firms collapsed rather quickly from high (1979-1983) to low (1986-1991).

	

	Paragraph 4.2 Capitalizing versus Expensing

	Lev and Sougiannis (1996)
	The main objective of this study is to address the issue of reliability, objectivity, and value-relevance of R&D capitalization.
	Cross-sectional regression analysis
	- All US firms 

- Compustat R&D Masterfile 

- 1975 to 1991.
	- The R&D capitalization process yields value-relevant information to investors.

- The estimated R&D capital does not appear to be fully reflected contemporaneously in stock prices (R&D associated with subsequent stock returns).

	Chambers et al. (2000)
	Comparing the extent to which observed share prices are explained by summary accounting measures based on immediate expensing of R&D costs and

those based on capitalizing and amortizing R&D costs


	Cross-sectional regression analysis
	- All US firms

- Compustat PST

- 1986 to 1995

The sample includes: 1,472 firms and

7,569 firm-years
	- Summary accounting measures explain a significantly greater fraction of the distribution of share prices when adjusted to reflect capitalization and amortization of R&D costs.

- The economic benefit from “no discretion” capitalization and amortization appears to be small, and for a substantial minority of firms, this alternative accounting policy appears to reduce the usefulness of summary accounting measures for valuation.

- Surrogates for a policy of selective capitalization and amortization, which permits firms to expense some R&D costs and to capitalize and amortize others, result in earnings and book value measures that explain substantially more of the cross-section of prices than those produced by either requiring all firms to expense all R&D costs or requiring them to uniformly capitalize and amortize these costs.

	Loudder and Behn (1995)
	Can the accounting method choice affect earnings usefulness for firms engaged in R&D activities?
	Cross-sectional regression analysis
	- All US firms 

- Compustat and CRSP databases prior to SFAS No. 2 (1974)
- 1973 to 1977.

The sample includes:

30 capitalizing firms and 30 expensing firms. 
	- R&D accounting affects earnings usefulness.

- For the sample firms, the ability to selectively capitalize R&D outlays that have future benefits is associated with greater informativeness.

- It appears that the U.S. standard setters have created an accounting standard (SFAS No. 2) that adds more accounting noise, not less, to the financial statements.

	Aboody and Lev (1998)
	The relevance to investors of information on the capitalization of software development costs, in accordance with SFAS No. 86


	Cross-sectional regression analysis
	- US soft ware companies 

- Compustat Industrial and Research File

- 1995

The sample includes:

163 firms


	The contemporaneous (stock prices and returns) as well as intertemporal (subsequent earnings) analyses indicate that capitalization-related variables (annual amount capitalized and the value of the software asset and its amortization) are significantly associated with capital market variables and future earnings. 

- Software capitalization summarizes information relevant to investors.



	Oswald (2008)


	- What factors distinguished capitalized firms from expense firms?

- Conditional on the choice to expense or to capitalize, does the accounting treatment of development expenditures affect the value relevance of these firms’ earnings and book value of equity?


	Time series regression analysis
	- All UK listed firms

- 1990 to 2004

The sample includes:

3229 observations of 603 firms
	- Factors for capitalizing are: high earnings flexibility, losses, smaller firms, R&D intensive, lower R&D success.

- There is no evidence found that R&D expensers and capitalizers have a different value relevance.

	Zhao (2002)
	The relative value relevance of R&D reporting in

France, Germany, the UK and the USA.


	Cross-sectional regression analysis
	- All firms in France, Germany, the UK, and the US with industry code 108 and 109

- 1990 to1999

The sample includes: France: 1,842 firm-year observations

Germany 1,518

UK: 4,625

US: 5,044


	- The reporting of total R&D costs increases the association of equity price with accounting earnings and book value in countries with complete R&D expensing standard, 

- The allocation of R&D costs between capitalization and expense provides incremental information content over that of total R&D costs in countries permitting conditional capitalization of R&D costs.



	Abrahams and Sidhu (1998)
	- The value relevance of capitalised R&D on the balance sheet

- The extent tot which R&D accruals improve the association between accounting based measures of firm performance and capital market returns.
	Cross-sectional regression analysis
	- All firms listed on the Australian Stock Exchange

- 1994 and 1995

The sample includes:

89 firms

144 observations
	- R&D capitalisations by management are value-relevant.

- The R&D capitalisation accrual improves accounting based measures of firm performance in industries where R&D activity is widespread.

	Han and Manry (2004)


	What is the value-relevance of R&D and advertising expenditures of Korean firms?
	Time series and cross-sectional regression analyses
	- All firms listed on the Korean Stock Exchange (625 firms, 6,875 firm years)

- 1988 to 1998

The sample includes:

3,191 firm years 
	- R&D expenditures are, in general, positively associated with stock price.

- Capitalized R&D expenditures appear to be regarded by market participants as a positive net present-value investment.

- Fully expensed R&D expenditures, although priced less than capitalized R&D, are also found to be regarded by market participants as a positive net present-value investment.

	Healy et al. (2002)
	Find evidence for the trade-off between objectivity and relevance in reporting for R&D outlays in the pharmaceutical industry; using cash expense method, full cost reporting, and successful efforts method.
	Cross-sectional regression analysis
	500 pharmaceutical firms over 32 years
	- The successful-efforts method of capitalizing

R&D is more highly correlated with economic returns and values than either the cash-expense or full-cost methods.

- So for pharmaceutical firms, successful-efforts accounting is potentially more relevant performance information than the current cash-expense method  (even when there is earnings management).

	Lev et al. (2005)
	What are the conditions under which the expensing of research and development

(R&D) (and other intangibles) will be conservative or aggressive, relative to the capitalization of R&D?

What are the capital-market consequences of such conservative or aggressive financial reporting?
	Cross-sectional regression analysis
	- All US firms 

- Compustat and CRSP databases

- 1972 to 2003.

The sample includes:

All firms with valid data in the Compustat Active and Research files for regression variables.
	- The stocks of conservatively reporting firms appear to be undervalued, while the stocks of aggressively reporting firms appear to be overvalued.

- In the capital markets, mispricing of securities causes wealth transfers between current and new shareholders.

- There is no assurance that a GAAP requirement for the capitalization of R&D will eliminate all the current mispricing, although the preliminary evidence is encouraging.

	Paragraph 4.3 Specific characteristics

	4.3.1 Characteristic: R&D intensity 

	Chan et al. (1990)


	What is the influence of announcements of increases in R&D expenditures on share value?
	Cross-sectional regression analysis
	- All US firms in Centre for Research in Security Prices (167 announcements)

- June 1979 – June 1985. 

 The sample includes:

95 announcements used in data set.

 79 announcements used in regression data (due to missing variables).
	- Share-price responses to Y5 announcements of increased R&D spending are significantly positive on average.

- High-technology firms that announce increases in R&D spending experience positive abnormal returns on average.

- Announcements by low-technology firms are associated with negative abnormal returns.

- Higher R&D intensity than the industry average leads to larger stock-price increases only for firms in high-technology industries.




	Chambers et al. (2002)
	- Confirm the finding of Lev and Sougiannis (1996) and Chan et al. (2001) that there is a positive association between level of R&D investment and subsequent excess returns.

- The second stage examines whether excess returns associated with the level of R&D investment are consistent with compensation for risk-bearing.

- The third stage investigates whether mispricing explains the positive association between levels of R&D investment and subsequent excess returns.


	Cross-sectional regression analysis


	All US firms, distributed in 73 two digit SIC codes (industries), 

- Computstat PST

- 1979 to 1998

The sample includes:

13,442 firms

72,317 firm-years from 1984 to 1998
	- The positive association between level of R&D investment and subsequent excess returns persists for at least ten years following investment, that excess returns are much more highly variable through time for R&D intensive firms than for firms with little or no R&D investment, and that both analysts’ forecasts of future earnings and actual future earnings are more highly variable for R&D-intensive firms than for others

- Overall, the positive association between excess returns and R&D investment levels reported in previous studies is more likely to result from failure to control adequately for risk than from accounting-induced mispricing



	Boone and Raman (2001)
	Examine the information asymmetry effects associated with off-balance sheet, unrecorded R&D assets. To find evidence for a potential harm (lower market liquidity) associated with the current accounting treatment for R&D expenditures.
	Cross-sectional regression analysis
	- US firms

- 1995 and 1996

The sample includes:

158 R&D intensive firms 487 non-R&D intensive firms
	- The overall results suggest that the market maker’s adverse selection costs are higher for R&D-intensive firms than for non-R&D intensive firms. 

- For R&D intensive firms, there is a negative association between market liquidity and the magnitude of off-balance sheet R&D assets.

	Xu and Zhang (2004)
	What is the role of R&D in explaining the cross-section of stock returns in Japanese market for the period from 1985 to 2000?
	Cross-sectional regression analysis
	- All firms listed on the Tokyo Stock Exchange (TSE) 

- Datastream database

- January 1985 to December 2000

The sample includes:

1,613 firms.
	- The R&D intensity is helpful in explaining the expected stock returns on average, but the association is weak.

- There is no remarkable difference in the R&D effects among high-tech industries and low-tech industries in Japan.

- Only in the post-bubble period, the relationship between the total risk and the R&D intensity is significantly positive, but the explanatory power of the R&D intensity is very low.

	Lev and Zarowin (1999)
	The usefulness of financial information to its users?
	Time-series regression analyses
	3700 to 6300 US firms out Compustat over the period from 1978 to 1996



	They provide a decline in informativeness for earnings, cash flows and book values.

The reason for this is the inadequateness of accounting standards to change. Their example was intangible assets and mainly R&D expenditures.

	4.3.2 Characteristic: durability of a good

	Bublitz and Ettredge (1989)
	What is the market reaction to advertising and R&D costs?
	Cross-sectional regression analysis
	- US firms

- Compustat

- 1973 to 1983

The sample includes:

328 firms 

2832 observations
	- On balance, it appears that R&D durable goods producers are evaluated as assets, while results for producers of non durable goods are mixed. 

- When these subsamples are pooled, R&D outlays of all firms are evaluated as assets.

	4.3.3 Characteristic: firm size


	Hirschey and Spencer (1992)
	How do size effects influence the market valuation of fundamental factors?
	Cross-sectional t-tests
	- All US firms 

- Compustat database

- 1975 to 1990

The sample includes:

firms with a market value of at least 100 million USD
	- Relevance of R&D to market valuation within each size class is clearly apparent.

- Striking differences in the market valuation of R&D expenditures across size classes (strength is adversely related to firm size)

	4.3.5 Characteristic: profit and loss

	Franzen and Radhakrishnan (2009)
	What is the valuation relevance of R&D for profit and loss firms?
	Cross-sectional and time series regression analysis
	All Compustat firms that had R&D expense. Total year-observations from 47.167. In a period from 1988 to 2002
	They find that R&D expense is positively (negatively)

associated with stock prices for loss (profit) firms.


Appendix 2 Availability of annual reports and the accounting standard

	
	2000
	2001
	2002
	2003
	2004
	2005
	2006
	2007
	
	Accounting standard (2007)
	US GAAP
	IFRS 
	JP GAAP

	Audi AG
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	BMW AG
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Daihatsu Motor Company Limited
	x
	x
	x
	x
	x
	x
	x
	x
	
	JAPAN GAAP
	
	
	1

	Daimler AG
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Fiat Spa
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Ford Motor Company
	x
	x
	x
	x
	x
	x
	x
	x
	
	US GAAP
	1
	
	

	General Motors Corp.
	x
	x
	x
	x
	x
	x
	x
	x
	
	US GAAP
	1
	
	

	Harley-Davidson Inc
	x
	x
	x
	x
	x
	x
	x
	x
	
	US GAAP
	1
	
	

	Honda Motor Company Limited
	x
	x
	x
	x
	x
	x
	x
	x
	
	US GAAP
	1
	
	

	Hymer AG
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Isuzu Motors Ltd.
	x
	x
	x
	x
	x
	x
	x
	x
	
	JAPAN GAAP
	
	
	1

	KTM Power Sports AG
	 
	 
	 
	 
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Mazda Motor Corp.
	x
	x
	x
	x
	x
	x
	x
	x
	
	JAPAN GAAP
	
	
	1

	Mitsubishi Motors Corp.
	x
	x
	x
	x
	x
	x
	x
	x
	
	JAPAN GAAP
	
	
	1

	Navistar International Corporation
	x
	x
	x
	x
	x
	x
	x
	x
	
	US GAAP
	1
	
	

	Nissan Motor Company Limited
	x
	x
	x
	x
	x
	x
	x
	x
	
	JAPAN GAAP
	
	
	1

	PACCAR Inc.
	x
	x
	x
	x
	x
	x
	x
	x
	
	US GAAP
	1
	
	

	Pininfarina Spa
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Porsche Automobil Holding SE
	 
	 
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	PSA Peugeot Citroën SA
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Renault SA
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Ruecker AG
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Spyker Cars NV
	 
	 
	 
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Suzuki Motor Corp.
	x
	x
	x
	x
	x
	x
	x
	x
	
	JAPAN GAAP
	
	
	1

	Toyota Motor Corp.
	x
	x
	x
	x
	x
	x
	x
	x
	
	US GAAP
	1
	
	

	Volkswagen AG
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Volvo AB
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Yamaha Motor Company Limited
	x
	x
	x
	x
	x
	x
	x
	x
	
	JAPAN GAAP
	
	
	1

	Skoda
	x
	x
	x
	x
	x
	x
	x
	x
	
	IFRS
	
	1
	

	Delphi
	x
	x
	x
	x
	x
	x
	x
	x
	
	US GAAP
	1
	
	

	Fuji Heavy Industries Limited
	 
	x
	x
	x
	x
	x
	x
	x
	
	JAPAN GAAP
	 
	 
	1

	
	
	
	
	
	
	
	
	
	
	
	8
	15
	8


Appendix 3 Testing the variables

The variables discussed in chapter six are tested on normality, homoscedasticity, multicollinearity and linearity. First, the variables are tested on normality.

Book value model for cash-expense method
Normality

[image: image34.emf][image: image35.emf][image: image36.emf][image: image37.emf]
[image: image38.emf][image: image39.emf]
As can be seen above RDint-sc, MAssets_sc and MAssets_abs met the assumption normality. The other variables do not meet this assumption, but the sample is large enough to ignore this assumption by the central limit theorem. 

Homoscedasticity and linearity:

The scaled/ relative variables are tested in chapter six in. The absolute variables are showed in the figures below.

[image: image40.emf]
Book value model for successful-efforts method
This section provides the data and figures to meet the assumptions. Normality: [image: image41.emf] 




[image: image42.emf]
The linearity assumption isn’t met by al variables, but according to Moore et al (2003, 447) a sample between 15 and 40 observation may have same skewness. This criterion is met by all variables because the sample is 38 observations and there is no extreme skewness.
Homoscedasticity and linearity

For homoscedasticity and linearity the following scatterplots are checked:

[image: image43.emf]
[image: image44.emf]
The scatterplots show normality and homoscedasticity. In the first scatterplot there is one outlier. The second plot had several outliers. This is because it are absolute values. The scatterplot do not indicate that the variables do not meet the assumption homoscedasticity and linearity.

Earnings model for the cash-expense method
This section provides the data and figures to meet the assumptions. Normality: [image: image45.emf] 



[image: image46.emf]
The returns and control variables are not included in this analysis. These variables are already included in previous analysis. The variables in this analysis met the assumption normality. Only the RDEXP with absolute values do not show a normal distribution. This isn’t a problem, because the sample with 111 observations is large enough to base this assumption on the central limit theorem. 

Homoscedasticity and linearity:

The next assumptions that need to be test are homoscedasticity and linearity. To test those assumptions the scatterplots of the regression models need to be investigated.

[image: image47.emf]
[image: image48.emf]
The regression models show homoscedasticity and linearity, so the assumptions are met.
Earnings model for the successful-efforts method
This section provides the data and figures to meet the assumptions. Normality:

[image: image49.emf]


[image: image50.emf]
The histograms show a normal distribution. There is some skewness but the sample exists of 38 observations. Some skewness is allowed by this sample according to the central limit theorem. The assumption of normality is met.

Homoscedasticity and linearity:

[image: image51.emf]
[image: image52.emf]
There are some outliers in the scatterplot. Those outliers can be explained by the difference in size of the firms. The variables can be used in regression and the assumptions homoscedasticity en linearity are met. 
Appendix 4 Population

	Entity Name:
	Location

	Agasta Company Limited
	Japan

	Allbond Makmur Usaha Terbuka
	India

	Anhui Ankai Automobile
	China

	Atlas Honda
	Pakistan

	Audi AG
	Europe

	Automobiles Chatenet
	Europe

	Avichina Industry & Technology Company L
	Hong Kong

	Avtovaz
	Russia

	Bajaj Auto Limited
	India

	Bajaj Holdings & Investments Limited
	India

	BMW AG
	Europe

	Brilliance China Automotive Holdings Lim
	Hong Kong

	China Jialing Industrial
	China

	China Motor Corp.
	Taiwan

	Chongqing Changan Automobile
	China

	Chongqing Jianshe
	China

	Citycom AG
	Europe

	Daihatsu Motor Company Limited
	Japan

	Daimler AG
	Europe

	DAIMLER AG
	United States

	Denway Motors Limited
	Hong Kong

	Dong Feng Automobile Company
	China

	Dongfeng Motor Group Company Limited
	China

	Eicher Motors Limited
	India

	FAW Car Company Limited
	China

	Fiat Spa
	Europe

	Ford Motor Company
	United States

	Fuji Heavy Industries Limited
	Japan

	General Motors Corp.
	United States

	GMB Corporation
	Japan

	Haima Investment Group Company Limited
	China

	Harley-Davidson Inc
	United States

	Her Chee Industrial Company Limited
	Taiwan

	Hero Honda Motors Limited
	India

	Hindustan Hardy Spicer Limited
	India

	Hindustan Motors Limited
	India

	Honda Motor Company Limited
	Japan

	Hubei Triring Company Limited
	China

	Hunan Changfeng Motors
	China

	Hwa AG
	Europe

	Hymer AG
	Europe

	Hyundai Motor Company Limited
	Korea

	Indomobil Sukses Internasional Terbuka
	India

	Indus Motor Company Limited
	Pakistan

	Jiangling Motors Corporation Limited
	China

	Jiangxi Changhe Automobiles
	China

	Jinan Qingqi Motorcycles
	China

	Kabe Husvagnar AB
	Sweden

	Kanto Auto Works Limited
	Japan

	Kia Motors Corporation
	Korea

	Kinetic Motor Company Limited
	India

	KTM Power Sports AG
	Europe

	Linhai Company Limited
	China

	LML Limited
	India

	Maharashtra Scooters Ltd
	India

	Majestic Auto Limited
	India

	Maruti Suzuki India Limited
	India

	Mazda Motor Corp.
	Japan

	Mitsubishi Motors Corp.
	Japan

	Mudan Automobiles Shares Company Limited
	Hong Kong

	Nan Fang Space Navigation Science &
	China

	Nissan Motor Company Limited
	Japan

	Nissan Shatai Company Limited
	Japan

	Oriental Holdings Berhad
	Malaysia

	Pak Suzuki Motor Company Limited
	Pakistan

	Paladin Holdings Inc
	United States

	Peugeot SA
	Europe

	PGO Automobiles
	Europe

	Piaggio & Company Spa
	Europe

	Pininfarina Spa
	Europe

	Porsche Automobil Holding SE
	Europe

	Premier Limited
	India

	Proton Holdings Berhad
	Malaysia

	Renault SA
	Europe

	Ruecker AG
	Europe

	S & T Motors Company Limited
	Korea

	Saic Motor Corp. Limited
	China

	Sanyang Industry Company Limited
	Taiwan

	Scooters India Limited
	India

	Scorpa
	Europe

	Shenyang Jinbei Automotive Company Limit
	China

	Sollers Ojsc
	Russia

	Spyker Cars NV
	Europe

	Ssangyong Motor Company Limited
	Korea

	Sundiro Holding Company Limited
	China

	Suzuki Motor Corp.
	Japan

	Tan Chong Motor Holdings Berhad
	Malaysia

	Tianjin FAW Xiali Automobile
	China

	Tibet Summit Industry Company Limited
	China

	Tofas Turk Otomobil Fabrikasi AS
	Turkey

	Toyota Motor Corp.
	Japan

	Truck-One Company Limited
	Japan

	TVS Motor Company Limited
	India

	UMW Holdings Berhad
	Malaysia

	UP Garage Company Limited
	Japan

	Volkswagen AG
	Europe

	Voxan-Sccm
	Europe

	Wesco Investments Limited
	South-Africa

	World Transport Authority Inc
	Canada

	Xiamen King Long Motor Company
	China

	Yachiyo Industry Company Limited
	Japan

	Yamaha Motor Company Limited
	Japan

	Yangzhou Yaxing Motor Coach Company Limi
	China

	Yulon Motor Company Limited
	Taiwan

	Zhejiang Qianjiang
	China

	
	

	Source:  ThomsonFinancial
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� � HYPERLINK "http://www.asb.or.jp/html_e/technical_topics_reports/ketsugou/ketsugou_as.php" ��http://www.asb.or.jp/html_e/technical_topics_reports/ketsugou/ketsugou_as.php� 


� The AMEX is currently known as the NYSE Alternext U.S.


� “… in these firms it is common for firms to have both advertising and R&D” (Bublitz and Ettredge 1989, 112)
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