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Management summary
This study tests whether differences in predictability of stock prices between branches are visible based on economic profit measures, Economic Value Added (EVA), and traditional accounting measures earnings per share (EPS) and EPS diluted. 

Besides, differences in predictability between economic profit measures, which are claimed to create and predict shareholders value better than traditional accounting measures, and traditional accounting measures are investigated. This provides insight in the incremental information content of EVA compared to traditional accounting measures.
The rationale behind the research question is that in the literature it was mentioned that it is possible that economic profit measures, being a shareholders value performance measure like EVA, will have better congruence with stock prices in some industry settings than others, but those have not yet been found (Merchant & Van der Stede (2007)). 

The research in this thesis tries to test whether these differences can be found for a sample of 3 branches and 8 companies per branch over the period 2003 till 2007. The branches included in this research are: electronic equipment producers, pharmaceuticals and food producers. All sampled companies are listed at the New York Stock Exchange, so the research results will not be influenced by differences in used financial reporting standards, thus an adequate comparison can be made.
Test results related to the traditional accounting measure EPS (diluted) show that there are significant differences in predictability of stock prices between branches. The Food producers branch shows a high significant positive correlation between EPS (diluted)and stock price. However, test results related to EVA show that there is no significant difference in the predictability of stock price between branches. Besides, EVA did not show any significant (positive) influence on stock price, while this is what advocates of EVA state: create and predict shareholders value. Furthermore, although not significant, the results indicate a negative correlation between EVA and stock price. 
Looking at the R-square of EVA which is just 11,9%, compared to a R-square of 32,3% for EPS (diluted), it is visible that the stock price is determined for 88,1% by other factors than EVA, which might raise the question if EVA really is a better performance measure than traditional accounting measures. EVA does not seem to increase incremental information content, compared to EPS, which is also found in an earlier research (Biddle et al (1996)). Biddle et al.’s (1996) research was conducted for the period 1983 till 1993, just after the “introduction” of EVA, but the research conducted for this thesis does not show any improvement after all these years. It has to be noticed that in the current study not all adjustments of Stern Stewart & Co are taken into account, which might be up to 160 adjustments per company, due to limited sources. 
In the research the following control variables were taken into account, as these variables were expected to influence the correlation between stock prices and the performance measures: leverage, risk, amount of expensed intangibles as portion of total capital and efficient received sales growth. It was found that the correlation between stock prices and performance measures are not significantly influenced by these control variables. This means that none of these factors seem to influence a more effective use of either the traditional – or economic profit measures. 
The results reported in this study raise the question if EVA is as good as advocates say in creating and predicting shareholders value, as this has not been found by conducting this research.
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Chapter 1 Introductory paragraph
A lot of research has been done concerning the use of traditional accounting measures and their predictability of shareholders value, as well as their influences on future profits of organizations. Result of these researches is that different disadvantages have been found, which are related to the use of traditional accounting performance measures (Merchant and Van der Stede (2007), Mayfield (1997) and Rappaport (1986/1998)). In 1986 Alfred Rappaport introduced the term Economic Value Added (EVA). He, and later Stern Stewart&Co, stated that this measure would provide a better direction in the behavior of top management towards creation of shareholders value and related profitability of a firm.

This thesis contains a research concerning the relationship between shareholder value performance measures and the stock prices within branches for American listed companies. The focus will be on EVA and the Earnings per share (EPS), which makes comparison possible between economic profit measures and traditional accounting measures.  

In the literature it was mentioned that it is possible that economic profit measures, being a shareholders value performance measure like EVA, will have better congruence with stock prices in some industry settings than others, but those have not yet been found (Merchant & Van der Stede (2007)). The research written in this thesis provides a method (including results) to find out if better congruence can be found within some industries. The main question of this thesis is stated as: 

“Are there differences between branches in the predictability of stock prices (shareholders value), based on shareholder value performance measures?”

and more concrete: 

“Is there a positive linear relationship between the industry performance measures of SHV and the changes in stock prices?” 

This might indicate higher predictability in some industry settings than others. 

Purpose:

The purpose of the study is testing if there is better congruence in some industry settings.

Sub-questions:

During the research the following sub-questions are answered:

1. What are the advantages and disadvantages of traditional accounting measures?

2. What is EVA, cash flow return on investment (CFROI), Free Cash Flow?

3. What are the advantages and disadvantages of EVA and the other economic profit measures compared to the traditional accounting measures?

4. What are the values of EVA (economic profit measure) and EPS (traditional accounting measure) for 8 companies per branch and for 3 branches over the period 2003-2007? 

5. What are the expectations concerning the development of the stock prices based on EVA and EPS?

6. How did the stock prices of these companies really develop during those years?

7. 
What conclusion can be drawn by differences between expectation and realization for different branches? Can better congruence be found within some branches? How do the following factors (control variables) differ within and between branches?

a.
Financial structure (liabilities versus equity);

b.
Degree of risk (ß = beta);

c.
Amount/Portion of Intangible assets related to Capital expenditure;

d.
Sales growth (or turnover growth);

e.
Working capital.

In chapter 4 the research design will be described which will be performed to obtain answers to the above mentioned questions.

One might ask what the usefulness is of this research as there are already research results available from earlier conducted researches. Although earlier available test results, different reasons are available to conduct this research:

Earlier conducted researches mainly focused on generalizability of results concerning predictability of shareholders value or incremental information content of EVA. In the research conducted for this thesis, focus will be on differences in predictability of shareholders value between branches. Besides, some researches were conducted quite a long time ago. Circumstances and familiarity with the EVA concept might have changed during the years, therefore the research as described in chapter 5 and 6 might contribute to new knowledge in two ways. It will provide information on:

1. Differences in predictability of shareholders value based on EVA and EPS between branches.

2. Predictability of shareholders value based on EVA and EPS in general, tested in a new period (2003-2007) in which economists/companies are more familiar with the EVA concept than during the period 1983-1993 for which the test of Biddle et al (2003) was conducted.

The outcome of the research might provide important information for both equity-holders, as well as company management. For company management it might become clear if EVA will provide additional insight in the predictability of shareholder value creation and profitability, and therefore be a useful measure to implement in a specific branch where predictability might be stated as high. Furthermore, debt-providers might use the instrument to provide a judgment about a company before providing a loan to a company within a specific branch. Finally, it might be interesting for other stakeholders like employees, tax departments etcetera.

The remainder of this thesis is organized as follows. In chapter two a theoretical background will be given concerning different value based management systems (VBMS). In chapter three results of earlier conducted researches will be described, which is based on a literature study, and provides insight in the inducement to implement VBMS. In chapter four the hypotheses are defined, which are used for decision making in this research. In chapter five the research design will be described, from defining constructs, dependent-, independent- and control variables till validity issues and used data sources. In chapter six the results of the research are given. Finally, this thesis ends with a final conclusion and recommendation.


Chapter 2 Value Based Management Systems – theoretical background
2.1 Introduction
In this chapter Value Based Management Systems (VBMS) will be discussed, based on a literature study. The aim of this chapter is to provide a theoretical overview of differences between shareholder value performance measures and traditional accounting measures. SHV performance measures tend to increase the predictability of stock prices (shareholders value). Different factors which are incorporated in SHV performance measures tend to realize this better predictability. In the research conducted for this thesis the predictability of stock prices by these SHV performance measures are compared to the predictability of stock prices by traditional performance measures. The provided information in this chapter forms the basis to determine the research variables and hypotheses in later chapters, based on the in this chapter described factors. In paragraph 2.2 the growing importance of Shareholder Value (SHV) will be explained. Paragraph 2.3 focuses on different VBMS. In paragraph 2.4 the diverse advantages and disadvantages related to VBMS will be given. Finally, this chapter will end with a conclusion. 

2.2 Growing importance of Shareholder Value (SHV) 

Past decade the business processes of companies have shown a large transformation, mainly due to three forces.

These forces have contributed to a growing awareness of the importance of shareholder value and Value Based Management Systems (VBMS, explained further in this chapter). These forces are (Black et al (2001)):

1) Spread of private capital: 

As people have an increased life expectancy and less faith in capital markets, more people are investing privately to secure their pension, take out health insurances etcetera. Besides private capital, also an increase is visible in equities held by institutions such as pension funds. All this led to an enormous expansion of equity markets worldwide. 

2) Globalization of markets: 
An increase in wealth led to an increase in the range of goods and services worldwide. Various agreements, such as GATT (General Agreement on Tariffs and Trade), now WTO (World Trade Organization)), have contributed to globalization of markets. Nowadays investments can be done worldwide, so competition is visible for goods and services, as well as for capital.

3) Information revolution, including internet: 
Technological development related to telecommunication and computers led to the fact that money can travel across the world in just a matter of seconds. The information revolution has facilitated the application of shareholder value and at the same time increased the demand for information to create an efficient market.

These forces have contributed to a growing awareness of the importance of shareholder value (SHV).

But what exactly is SHV? 
SHV can be described in different ways (Black et al. (2001); Rappaport (1986, 1998)):

1) “Corporate value minus debt”

2) “Present value of future cash flows of the business discounted at its average cost of capital, less value of debt”

3) “A company only adds value for its shareholders when equity returns exceed equity costs”.

Making the decision to invest in a company opportunity costs of capital related to the invested money in a company will be compared to investment possibilities in another company. The value of the company is therefore of great importance. 
Two streams are visible when looking at which measures are predicting SHV:

a) Supporters of the traditional accounting measures.

b) Supporters of the economic profit measures. In economic profit measures a capital charge related to the investment in net assets is subtracted from the profit (Merchant and Van der Stede (2007)). This means that profits are realized after subtracting costs of debt as well as the cost of equity.

In chapter three some empirical evidence will be provided related to both kind of measures.
The supporters of the traditional accounting measures, think that accounting measures of shareholders value, based on the accounting information system of a company, such as EPS (earnings per share), are good predictors of shareholders value of a company.

The supporters of the economic profit measures state that the traditional accounting measures, such as EPS (Earnings per share), are not well enough indicators for determining the value of the company. In the first place, economists have looked back over the past and have been able to show that there is little correlation between historical accounting earnings and stock market performance (Black et al. (2001)). In the second place, with GAAP (General Accepted Accounting Principles) varying from country to country it is possible for one company, using the same figures, to declare a profit in one country and a loss in another country. Profit, therefore is not a consistent figure to determine the value of a company (Black et al. (2001)). See appendix 3 for an example. Finally, traditional accounting measures create the tendency to make managers excessively short-term oriented, or myopic (Merchant et al. (2007)). Managers focus on reaching high short term results, instead of also focusing on long-term results, especially when their bonus is based on short term profits. Investors are looking for short-term rewards in the form of dividends and an increasing share price, but they also want long-term prospects for growth. 
Value Based Measurement Systems, being part of the economic profit measures, tries to adapt to these disadvantages related to traditional accounting measures according to advocates of VBMS. VBMS can be described as: “VBM is a managerial approach to manage a company by focusing on the key value drivers in order to create value by investing in projects exceeding the cost of capital” (Rinsum et al. (2006)). When managers within the company know what shareholders want, they can increase SHV. He or she will have to think much more as an entrepreneur, become more empowered and acquire also more responsibility and accountability. Incentives should be based on VBMS, rather than on the short-term focused accounting measures. VBMS creates value by focusing on what shareholders want. In the next paragraph the value drivers that create value for shareholders are described.
2.3 Shareholder value and it’s value drivers
Rapaport (1986, 1998) wrote a book in 1986 called “Creating Shareholder Value”, being the basis of the Shareholder Revolution. In this book two values are distinguished:
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Shareholder value = Corporate value – debt

Coporate value =      Future cash flows



 
Discounted at the




Weighted average




Cost of capital
The shareholder value can be seen as the value that can be claimed by the shareholders, after all the claims of the company’s debt holders have been taken care of. He also described the Free cash flow, which is the amount available for all the firm’s investors, so both debt- and equity holders. The free cash flow can be calculated as follows:
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Operating income

+
Depreciation and amortization

=
Earnings before interest, taxes, depreciation and amortization (EBITDA)

-/-
Cash tax payments

=
After-tax cash flow from operations

-/-
Investment (increase) in net operating working capital, which is equal to current


assets less non-interest-bearing current liabilities

-/- 
Investments in fixed assets (capital expenditures) and other long-term assets
=
Free Cash Flow

Notice that only the non-interest-bearing debt is included in computing the increase in working capital, because what remains is the cash flow available to both interest-bearing-debt- and equity holders, being the investors of the company (Martin et al (2000)).  
Payments to investors equal the Financing cash flow, which in turn equals the free cash flow. In formula:
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Payments to investors = Free cash flow = Financing cash flow

The financing cash flow can be computed as follows


Interest payments to creditors

+
Repayment of debt principal

- /-
Additional debt issued

+ 
Dividend paid to stockholders

+
Share repurchases
-/- 
Additional Stock issued

=
Financing Cash Flow

What makes the free cash flow an important aspect within VBMS? Free cash flow is the result of operating, investing and financing decisions made by management. The free cash flow equals the money available for investors. By this it might be clear that free cash flow creates value for investors of the company, being the reward for the investors for investing money in a company and is influenceable by management (Martin et al (2000)). This shows that FCF might influence managements’ actions towards creation of SHV.
Black et al (2001) developed a Shareholder Value (SHV) model (named Free Cash Flow model) based on the principles of Alfred Rappaport. Three important things are included in this model, namely: return, growth and risk. These factors influence the free cash flow and can be seen as the 7 value drivers to create SHV, which are:

Return

1. Cash profit margin driver = EBITDA (Earnings Before Interest Tax Depreciation and Amortization)

2. Cash tax rate

To grow the business

3. Sales growth (or turnover growth)

4. Working capital

5. Capital expenditure (or fixed capital)

Risk

6. WACC (risk- and inflation adjusted weighted average cost of capital)

7. Competitive advantage period

These value drivers will be explained below (Black et al (2001); Martin et al (2000)). For a visualisation of the value drivers see also Appendix 5.

Return

1. Cash profit margin driver = EBITDA (Earnings Before Interest Tax Depreciation and Amortization)

This measure is before tax, depreciation and amortization, so this measure is eliminating any accounting distortions (differences in GAAP), being a disadvantage of the traditional accounting measures. This makes it easier to make international and cross-sector comparisons between companies. This measure is the function of cost-structures (efficiency), pricing policies and product mix strategies and therefore influanceable by management. 

2. Cash tax rate

This measure is included because it is an important deduction when determining the FCF and therefore destroying value for the shareholders when this rate is too high. In the FCF model taxes paid are important to take into account. The impact of provisioning and delayed tax charges are removed at the time when they are incurred, so the real paid tax will remain. The tax driver is important for corporate financing. The impact of tax deductions on the free cash flow might be small, but the impact of tax on the weighted average cost of capital (WACC) is strongly present and thereby infecting shareholders value (interest is tax deductible and the WACC is used to calculate the Corporate value. Besides the WACC determines what has to be earned with investments (return on investment)).

To grow the business

3. Sales growth (or turnover growth)

Growth can have a significant affect on the shareholder value. SHV can be significantly improved by increasing the efficiency of investments. Investments are the result from assessing and exploiting different investment and growth strategies and are therefore influanceable by management. Sales growth might increase SHV, but sales growth might also decrease SHV if profits earned with the growth of sales are not enough to cover the cost of capital on the additional (asset) investments needed to increase the sales. Management has to watch this carefully. Return on invested capital is extremely important in making decisions. 
4. Working capital

Investments in Working capital to grow the business are important decisions as well, think for example of debtors. An increase in debtors might be necessary to increase the sales, but not to all extent. It is important that increases in sales will increase profits enough to cover the cost of capital on the additional asset and working capital investments, otherwise value will be destroyed. Management has to watch this carefully.

5. Capital expenditure (or fixed capital)

Finally, the decision about investments in fixed capital is of great importance. Too much investment might lead to a waste of resources and lower overall efficiency levels. Too low investments can starve a company of funds and prevent it from taking full advantage of the opportunities it has. 
Looking at the growth aspect it can be concluded that the SHV model helps to make decisions about the right rate of investment to create value for the company and an increase in free cash flow for shareholders.

Risk

6. WACC (risk- and inflation adjusted weighted average cost of capital)

The WACC is the average cost for debt and equity of a company. The WACC is determined by risk, inflation, financing structure, tax shield (because of interest being tax deductible) and market expectations of future performance. Management might make a detailed analysis of the company to reduce the risk and herewith reducing the cost of capital. 
7. Competitive advantage period

Growth duration or competitive advantage period provides information concerning the company’s relation to competitors and about other macro-economic factors. Competitive advantage period can be described as – “period during which the company has a positive net present value when discounted at WACC”(Black et al.(2001), p.65). An excess return above the WACC might exist, but according to Boston Consultancy Group return on investments and growth rates will fade over time towards a national average. The reason for this is that access returns will attract competitors which will lower the excess returns towards national average over time. The competitive advantage period is important to watch, because when reaching the end of this period it might be necessary to adapt new activities to keep on creating SHV. 
As a company only creates SHV when its return on capital exceeds the cost of capital, the above mentioned value drivers in the SHV model can help to understand what is needed to affect corporate performance. The SHV model provides a way to translate business-specific measures into their anticipated effect on the financial value drivers, providing a clear linkage between the operational and financial value drivers. Finally, by conducting the “market mirror”, comparing the intrinsic and market value, will clearly indicate where the market is more bullish( or bearish( than the company’s own management (Black et al (2001), Martin et al (2000)). Changes in the mentioned value drivers will affect changes in share prices of the company (see appendix 2 for an example).
2.4 Different kind of value based management systems

In this paragraph first some developments are described which started in the late 1970s. These developments make clear that a difference in the way of thinking has been arisen, which is still visible. Finally, different Value Based Management Systems (VBMS) will be described.

Developments

In the late 1970s and early 1980s insights in the Capital Asset Pricing Model (CAPM) were introduced in the corporate sector (see paragraph 5.4). In 1986 Professor Alfred Rappaport, helped executives to achieve some of the organizational goals by using VBMS. His approach was the Free Cash Flow approach, as described in paragraph 2.3. He showed that normal discounted cash flow techniques could be adapted and put into a shareholder value framework. In 1987 Bernard Reimann developed the Cash Flow Return on Investment (CFROI) approach for managing value. In 1991 G. Bennett Stewart introduced the idea of Economic Value Added (EVA). These methods have in common that they focus on creating value and more attention is focused on the detailed measurement of a firm’s balance sheet, and how certain items are treated differently from the way accountants usually handle them. 
Value Based Management systems

The following VBMS will be described in this paragraph (Black et al (2001); Martin et al (2000)):
1. Free Cash Flow model (discussed in paragraph 2.3)

2. Economic profit = EVA (Economic Value Added) or CVA (Cash Value Added)
3. CROI = Cash Flow Return on Investment
Ad 1 Free cash flow model
With this model it is possible to look at how a company is going to develop, based on forecasts and opinions, over the next few years (a multi period model). This model is completely future oriented and assumes no opening capital or balance sheet. It discounts the future free cash flow at the WACC. FCF model looks primarily at the impact on shareholder value by watching the seven value drivers as described in paragraph 2.3 and which are visualised in Appendix 5. It must make managers aware that not only focus on the Income statement is important, but also fixed assets must be managed, especially in fixed-assets intensive companies, as well as working capital.

Ad 2 EVA (Economic Value Added)
The idea of this model is a spread between the economic return a company earns in a single period compared to the cost of capital of resources used in the business. This means the model focuses on a closely analysis of a company’s position year by year. The sum of the spread for all future periods will be equivalent to the net present value (NPV) achieved in the FCF-model. For economists there are no profits until the required rates of return of all investors have been met, including equity owners. Thus, true profits come only after subtracting all financing costs, both for debt capital and equity capital, which are included in the Weighted Average Cost of Capital (WACC) (Martin et al (2000)).  This vision is captured in the EVA calculation mentioned below.
In this model the Economic Value Added (EVA) or Shareholder Value Added (SVA) can be derived by (Black et al (2001); Martin et al (2000)):


SVA = Beginning CAPITAL * (Return on CAPITAL -/- WACC)

In which Capital  is defined as equity plus net debt and other capital. And:

Return on total capital =     NOPAT



                     CAPITAL

Important in this model for creating SVA is to establish a spread between what a company earns and what it has to pay for the capital it needs to run its business. Therefore the Economic Value Added (EVA) is used (Black et al (2001); Martin et al (2000)):

EVA = NOPAT – (Beginning CAPITAL * WACC)

In which NOPAT = Net operating profit after taxes, being a function of the value drivers discussed with the Free cash flow model (paragraph 2.3). See appendix 4 for calculations concerning EVA (NOPAT and Capital employed).

Return on capital can also be described as follows: 

Return on invested capital =     NOPBT *   Sales    *    1–   Cash taxes 




      Sales      CAPITAL               NOPBT
By looking at the above given formulas it becomes clear that management can increase firm value in one of the following ways:
1) Increase the rate of return earned on the existing base of capital.

2) Invest additional capital in projects that return more than the cost of obtaining the new capital.

3) Liquidate capital from, or at least curtail further investment in operations where inadequate returns are being earned


In figure 2.1 the relations between financial measures are shown.


Figure 2.1 Relations between financial measures


EVA =  Cash flow from  + Accruals  + After tax  -  Capital    + Accounting adjustments 


  Operations
                        interest
charges



Earnings


Operating profits

Economic profits


Economic Value Added (EVA)

The EVA method needs a lot of information to analyse the business, like the balance sheet and profit and loss account. One time-consuming activity in this approach is adjusting these data to be able to make the necessary calculations (accounting adjustments). Needed adjustments are (Black et al (2001) and Martin et al (2000)):
1. Adjustment of assets book value to replacement costs, due to inflation. Using book value might lead to a too high return on investment if the replacement value is higher than the book value. This adjustment might be difficult to determine, as to technology changes and the lack of wishing to replace the same asset at all.

2. Do not make use of accrual accounting. Timing adjustments must be either eliminated or added back to come from accrual accounting to cash accounting. Reserves that traditional accountants make are herewith eliminated.
3. Adjust NOPAT for the following aspects:
a. Adding back tax shields effects related to borrowing costs to operating profits. Interest is tax deductable and the NOPAT provides the income available to all investors, debt- as well as equity holders. By adding back the tax deduction of interest provides the income available to all investors.
b. Capitalize market-building expenditures that have been expensed in the past (converting from a liquidating perspective to a going-concern perspective; for example Research and development costs should be capitalized rather than expensed. These costs affect multiple periods).

c. Goodwill: amortization of goodwill was posted every year independent of the fact if goodwill really decreased in value. For companies of which the goodwill not really decreased in value, the amortization of goodwill needed to be added back to the NOPAT (and cumulative amortization to CAPITAL) to show the real earned income to all investors. Amortization is replaced by impairment of goodwill from 2002 and further, which makes this adjustment not applicable anymore after 2001.
d. Remove cumulative unusual losses or gains after taxes (converting from successful-efforts accounting to full-cost accounting). What remains is the income generated with the invested money by investors by normal operation for which the investments were meant.


Stern Stewart & Co recommend adjustments only when (Martin et al (2000)):

1. The adjustment is material.

2. The data is available at a reasonable cost.

3. The adjustment is understandable by the employees using EVA.

4. The adjustment can be effectively communicated to the marketplace.

5. The adjustment is replicable by another party.

See Appendix 4 for calculations of NOPAT and CAPITAL to calculate EVA. In this appendix the most commonly used adjustments are shown.

Ad 3 CFROI (Cash flow return on investment)

This model is developed by the Boston Consultancy Group (BCG) and Holt Value Associates and is based on the Internal rate of return (IRR). The IRR represents the rate of return that would make the present value of future cash flows equal to the initial investment (=net present value of zero). When a company’s CFROIs are greater than the market discount rate (WACC) a company creates value and the other way around. CFROI measures can assess the rate of return on all investments made in a company, including those made by debt-holders. This is a broader vision than only from the shareholder perspective and makes comparison of the rate of return to the costs of capital possible. In this approach the company is treated as if it were one large “project”.
The CFROI can be calculated as (Black et al (2001))7:


CFROI =      OCFAT


        Gross assets

In which OCFAT is the operating cash flow after taxes and can be calculated as follows:


OCFAT = NOPAT + depreciation + other adjustments  


NOPAT = Revenues – costs – cash taxes 

BCG makes, similar to Stern Stewart & Co, adjustments to the company’s accounting statements. Adjustments are made to:

1) Calculate the current gross investment in assets

2) Calculate the current Dollar gross cash flow (OCFAT)

See appendix 6 for an explanation on these adjustments. Note in Appendix 6 that in the calculation of gross investment in assets, also the net working capital is included, as this can be seen as part of the gross investment and includes the so called non-depreciating assets (=net monetary assets + inventories + LIFO inventory reserve + land and improvements + land current dollar adjustment). This represents the company’s salvage value (Martin et al (2000)).
An important adjustment in this model for all the assets, thus depreciating and non depreciating assets, is the adjustment for inflation. Inflation adjustments are necessary for two reasons. First, the income statement of a company is stated in today’s dollars, thus the firm’s invested capital should also reflect equivalent purchasing power units. 


Second, assets will be replaced in today’s dollars, so the replacement capital expenditures should be estimated including an inflation adjustment (Martin et al (2000)). This makes the CFROI a useful measure, because not adjusting the NOPAT and Gross investment for inflation might result in a too high CFROI.  

As mentioned earlier the CFROI is the IRR, which is the rate of return for which the net present value is zero. The CFROI can be compared to the WACC. In this model a company can reach an access return above the market discount rate as long as there is a competitive advantage. This period is called the “fade” period, the period over which the return on assets is assumed to move towards the market discount rate. Before the decay of the CFROI, that is the period when access returns can be maintained (competitive advantage period, similar to the EVA method), is called the “Hold” period. See figure 2.2 on the next page.


[image: image1]
     Fig. 2.2 Hold and fade in CFROI model

A research in the USA found that on average companies are not able to beat the market for more than seven or eight years (hold period). The fade period can be considerably longer than eight years – over 20 years in some cases (e.g. pharmaceuticals) (Black et al (2001)). This can be explained by the Spot valuation model. BCG reflects the belief that investors will not pay for sustained above-average returns.  If the CFROI is above average, competitors are attracted to that business due to the above-average returns. Eventually the high-CFROI will decrease to an average level due to competition (Martin et al (2000)). This explains that an average level of the cost of capital (WACC) must be earned, which is comparable to the EVA and FCF-model.

Although it might be less clear than the FCF model, also this model contains value drivers, influencing the CFROI. This will become visible in the following figure (Black et al (2001)).  
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Using the CFROI in combination with the Q ratio, which is developed by Nobel-prize winner economist James Tobin, provides insight in value creation of the company. The Q ratio is the ratio between the market value of the physical assets in an economy and the replacement costs of those assets measured in current currency units. If the Q ratio exceeds 1, it means that the stock market is valuing a company’s assets more than their actual cost. Each unit of investment is valued more than it is worth. This can be combined with the CFROI approach, because if the CFROI is higher than the investor’s required return, the company will be priced above book value. In other words, companies with a positive CFROI spread will have a Q-ratio greater than 1 and companies with a negative CFROI spread will have a Q ratio of less than 1.  Market price and the CFROI price (current inflation-adjusted book value) will only be the same (= Q is exactly 1) when the anticipated future CFROI is the same as the investor’s discount rate (Black et al (2001)).
2.5 Advantages of different kind of VBMS
Different advantages concerning VBMS can be distinguished and will be described in this paragraph. In the first place, accounting profits are converted to cash flows (cash generated before capital expenditures). Related to this it was stated in paragraph 2.2 that traditional accounting profit measures are based on different accounting methods (GAAP) in different countries (see appendix 3 for an example of a test done with managers of different companies in early 1990s), which is a disadvantage of traditional accounting measures. Although this disadvantage might be  reduced in the near future due to the tendency of developing worldwide universal general accepted accounting principles, these differences still exist. By using large numbers as EBITDA, without the accounting adjustments as in traditional accounting measures, internationally interesting comparisons are possible, which is an advantage of VBMS (Black et al (2001)).
In the second place, calculations (CFROI and EVA) are based on the total current dollar value invested in the business to produce the cash flows rather than with depreciated book values (Martin et al (2000)). This makes a good judgment possible if the company is creating or destroying value (return on investment does or does not exceed WACC based on replacement – and for inflation corrected value).
In the third place VBMS provide a new and improved criterion for evaluating a firm’s operating and strategic decisions, including strategic planning, allocating capital, pricing acquisitions or divestitures, and setting goals. All decisions are related to value drivers and influenceable by managers.
In the fourth place, for example EVA, combined with the right bonus plan, can help managers adopt more of an owner’s perspective; managers will think and act like owners because they are paid like owners (Martin et al (2000)). According to the agency theory the interests of the agent and principal will be more aligned and management less short-term oriented.
In the fifth place, an EVA system can change a corporate culture by facilitating communications and cooperation among divisions and departments. As such, it can be a key element of a firm’s internal corporate governance (Black et al (2001)).

Finally, the CFROI and EVA approaches are helpful in understanding the different investment and growth scenarios, as explained in paragraph 2.4. Concluded, SHV approaches help management to form strategies which create value for the shareholders (Black et al (2000)).

2.6 Disadvantages of different kind of VBMS

Different disadvantages concerning VBMS can be distinguished and will be described in this paragraph. In the first place, some methods need time-consuming and difficult adjustments and analysis. For example, the EVA and CFROI need adjustments of the assets book value to their replacement value. It requires a more detailed analysis of a company’s balance sheet, which might be difficult. The CFROI approach needs a lot of information on the company’s asset base and the economic life of assets, which can be difficult and expensive to acquire (Black et al (2001)). Accuracy might also be a problem here, because EVA/CFROI adjustments are adhoc and managers can bias EVA/CFROI just as they can with accounting numbers.  
In the second place, EVA and other VBMS measures might create understandability problems, due to their complexity (Merchant et al (2007)).

In the third place, VBMS measures are market measures. Market measures can be described as measures that reflect changes in stock prices or shareholder returns. A primary limitation of market measures is controllability. Market measures are therefore best suited at top management levels of publicly traded firms only (Merchant et al (2007)).
In the fourth place, EVA is quite expensive, requiring considerable assistance of consultants and much management development and training time (Merchant et al (2007)).
In the fifth place, applying software, for example PWC’s Value builder or Alcar, can bring the following disadvantage along: it establishes a too high level of generality and a great dependence on one fixed discount factor, the WACC (Black et al (2001)).

Finally, when interfaces are built between the internal management information system and the SHV software packages, the company becomes highly dependent on the accurate measurement of adjusted balance sheet information, which is very often not available for anything other than the consolidated or parent company(Black et al (2001)).

2.7 Conclusion
Due to following developments the importance of creating shareholders value by companies has increased:

1. Spread of private capital;
2. Globalization of markets;
3. Information revolution, including internet. 

Value based management systems tend to be more effective in creating shareholders value than traditional accounting measures. They are not influenced by accounting rules (GAAP) and provide insight in value drivers which create shareholders value and an increasing free cash flow, which is the cash flow available to investors of the organization. In VBMS not only interest costs related to debt are taken into account, but also the costs of equity. Profits are only realized if costs of all investors, debt holders as well as equity providers, are subtracted according to economists. 
The question raises if the VBMS measures are really more effective in creating shareholders value (= provide better predictability of stock prices) and if there are differences in this predictability between branches. To answer this question a test will conducted and described in this thesis. In the next chapter research results of earlier conducted empirical researches concerning the effectiveness of VBMS use will be described, including the inducement to use VBMS measures. In chapter four the expected relationships to be tested will be described, based on the literature study. The research itself, including the expected relations to be found, and the results will be described in chapter 5 and 6.

Chapter 3 Inducement for adopting VBMS measures according to earlier conducted researches
3.1 Introduction 

In this chapter the inducement for adopting VBMS measures according to earlier conducted researches will be described. First, in paragraph 3.2 disadvantages and advantages of traditional accounting measures are described.  Secondly, in paragraph 3.3 research results concerning the effectiveness of VBMS use obtained from earlier conducted researches are provided. In the next chapter the expected relationships to be tested are described, based on the literature study, described in this chapter and chapter 2 . Finally in chapter 5 and 6 the research method and research results will be provided.
3.2 Disadvantages and advantages of traditional accounting measures

Concerning traditional accounting measures the following advantages can be distinguished:

First, accounting profits and returns can be measured on a timely basis (in short time periods) relatively precisely and objectively. Timeliness, precision and objectivity are important critical measurement qualities. Besides, independent auditors provide an objectivity check of the accounting calculations (Merchant et al (2007)). Second, accounting measures are relatively congruent with the organizational goal of profit maximization. Research has shown correlations between accounting profits and changes in stock prices, which represent shareholder value (Lev (1989)). Third, accounting measures can be largely controlled by managers whose performances are being evaluated. Management at lower levels in the organization for example can be held accountable for fewer of the income statement or balance sheet items. This was a disadvantage of VBMS measures, as these measures are best suitable for top level managers only (Merchant et al (2007)). Fourth, accounting measures are understandable (Merchant et al (2007)). Finally, accounting measures of performance are inexpensive (Merchant et al (2007))in contrast to VBMS measures which are expensive to implement. 

In earlier conducted researches however different disadvantages of the use of traditional accounting measures were found. Important disadvantages are the facts that traditional measures do not take the following aspects into account (Rinsum et al (2006)):

1) costs of equity; 

2) influence of investments (net investment is a function of accountancy and tax-driven 

    depreciation rules);
3) influence of cash flows (time-value of money);
4) influence of economical lifetime of assets;
5) risks of business activities of the company.
Besides, traditional accounting measures focus on the past, while there is no guarantee that past performance is a reliable indicator of future performance. Finally, holding managers accountable for short-term profits or returns induces managers to reduce or postpone investments that promise payoffs in future measurement periods, even when those investments clearly have a positive net present value. By not making these investments, managers reduce expenses in the current period and do not suffer the lost revenue until future periods (Merchant et al (2007)). 



To anticipate on these disadvantages Value Based Management Systems (VBMS) have been developed. As mentioned in chapter 2 “VBM is a managerial approach to manage a company by focusing on the key value drivers in order to create value by investing in projects exceeding the cost of capital”. 

Researches conducted by Anctil (1996), Rogerson (1997) and Reichelstein (1997) showed that the use of Value Based Management Systems increased the congruence between the goals of the principal (company/shareholders) and the agent (employees/management) (Rinsum et al (2006)).
But “what did other conducted researches found as results?” and “Were the results congruent with each other?” are interesting questions, which will be answered in the next paragraph.

3.3 Earlier conducted research – effectiveness VBMS use
Results from earlier conducted researches related to the effectiveness of VBMS use will be described in this paragraph. This will also be tested empirically in this thesis, but the focus will be on differences in predictability of shareholders value between branches instead of generalization of the effectiveness of EVA use. Expectations about the relationships between the constructs will be described in chapter four. 
Research results concerning the effectiveness of VBMS use
Reading research results of earlier conducted researches shows different results. From practice different views also occur (not empirically tested), for example:
“Our belief at Goldman Sachs is that an analysis of return on capital and its cost are important ingredients in assessing the investment merit of companies” – Steve Einhorn, Head of Global Investment Research at Goldman Sachs (1997) (Martin et al (2000)).

“EVA, as a single-period measure, may be one of the better ways of representing what a company achieved in the past but falls short in quantifying what the expectations are for the future” – Michael J. Mauboussing, CS First Boston (1994) (Martin et al (2000)).

These are views which are not based on empirical evidence. Important questions which arise concerning VBMS are: Do VBM systems help firms create shareholders value and can they be seen as an improvement upon traditional methods of performance measures? These questions can be distinguished in a couple of sub questions:
1. Does VBM provide reasonable predictions of the market prices of common stock? How closely are management’s performance tools linked to stock prices?

2. Does VBM affect the performance of adopters? Does adoption of VBMS change managerial behavior in a way that leads to improvements in operating performance that investors reward in the marketplace?

3. Does VBM improve upon traditional accounting measures of performance such as return on assets, earnings, and earnings growth?

These three questions will be answered by describing the research results of different empirical tests.


Ad 1: Does VBM  provide reasonable predictions of the market prices of common stock? How closely are management’s performance tools linked to stock prices?
In the 1980s Rawley Thomas and Marvin Lipson (Black et al (2001)) looked at correlation between the share prices (proxied by the market-to-book ratios) and several explanatory and often used accountancy-based performance ratios. The results (figure 3.1) show that cash-flow-based figures, especially CFROI (cash flow return on investment), provide superior explanation for the market-to-book ratios on the US-Stock market. A disadvantage of traditional accounting profit measures is obviously the low predictability of SHV and the fact that these measures do not add as much value to companies as VBMS does. Another study, conducted by the CSFB (Black et al (2001)), concerning the retail sector showed a R2 of 0,94 between the ratio of economic value (equity plus debt) to invested capital and the spread between the return and the cost of capital. These studies give partial insight in the importance of economic value and herewith the disadvantage of traditional profit measures, but they do not explain how the stock prices react to development in cash flows.
	Variable
	R2

	EPS
	< 0,1

	ROE
	0,19

	ROI
	0,34

	Real CFROI
	0,65



The above mentioned results seem to proof the better predictability of shareholders value in the United States of America based on the CFROI. Kaplan and Ruback (1995) (Martin et al (2000)) conducted a research with the objective to compare the discounted value of cash flow forecasts (DCF values) for a set of 51 highly levered transactions (large management buy outs and leveraged recapitalizations) with their actual values. The DCF estimate was determined by the Compressed Adjusted Present Value Model (CAPV). This valuation model calculates firm value as the value of the firm’s cash flows as if it had no financial leverage plus the present value of the interest tax savings resulting from the firm’s use of debt financing.  The results of this research are visible in figure 3.2.
	Measure of forecast accuracy
	Firm Beta forecast
	Industry Beta forecast
	Market Beta forecast

	Percentage within ± 15%
	47,1%
	62,7%
	58,8%

	Mean absolute error
	21,1%
	18,1%
	16,7%

	Mean square error
	8,4%
	6,7%
	5,1%


Figure 3.2 Predictive accuracy of Discounted Cash Flow Estimates of market prices
Row one shows the percentages of forecasts that fell within plus or minus 15 percent of the transaction (market) value. The beta is determined based on the Capital Asset Pricing model (see chapter 5 for explanation). Note in the table above that the average absolute prediction error was roughly 20 percent for each of the three beta forecasts. It therefore can be concluded that the DCF estimates are reasonable (60 percent of the forecasts are within 15 percent of the actual transaction values), but the DCF estimates differ from the transaction values by an average error of approximately 20 percent.

Biddle et al (1996) (Biddle et al (1996)) conducted a research to test the assumption that EVA is more highly related to stock returns and firm values than accrual earnings, and to evaluate which components of EVA, if any, contribute to these associations. For a sample of 6,174 firms, both adopters and non-adopters of EVA over the period 1984-1993 the test revealed earnings (R2 = 12,8%) is significantly more highly associated with market-adjusted annual returns than are Residual Income (RI; R2 = 7,3%) or EVA (R2 = 6,5%) and that all of these measures dominate Cash flow of Operations (CFO; R2 = 2,8%). They also tested whether the adjustments necessary to calculate EVA add significant explanatory power when trying to predict stock returns (See Ad 3 below). It need to be said that the time period for which the sample is being tested is the period 1983-1993. As can be seen by the year Rappaport published his book, which is 1986, it might be clear that these test results might be influenced by economists/companies not being familiar yet with the EVA-concept. Maybe test results from later years, and in the conducted research for this thesis, might show different results.

Looking at these three researches there seems to be some predictability of shareholders value by the use of a VBMS according to two researches, but not the whole change in stock prices is explained (R2 = 0,65 research one) or the average error is still quite high (20-29% research two). In the research conducted for this thesis the predictability of shareholders value is incorporated and will therefore be tested, but especially the predictability of shareholders value within branches and differences between branches is a point of interest.

Ad 2: Does VBM affect the performance of adopters? Does adoption of VBMS change managerial behavior in a way that leads to improvements in operating performance that investors reward in the marketplace?
Wallace (1998) studied the actions of a sample of 40 firms that had adopted compensation plans based on residual income. Residual income was defined as: 
Earnings Before Interest -/- capital charge on total capital (=debt + equity). The actions of the adaptors were compared to those of a matched pair of control firms where incentive compensation still was based on traditional accounting earnings, Earnings per share or operating profits. 
The result was that VBM adaptors:

1. decreased their new investment and increased their dispositions of assets;
2. increased their payouts to shareholders through share repurchases;
3. utilized their assets more intensively. 
All three of these responses are consistent with value creation and related to the mentioned value drivers of SHV.

Ad 3: Does VBM improve upon traditional accounting measures of performance such as return on assets, earnings, and earnings growth?

Biddle et al (1996), like mentioned under Ad 2, also tested whether the added adjustment necessary to calculate EVA add significant explanatory power when trying to predict stock returns. To do this, they decomposed EVA into components (see also figure 2.1) representing cash flow from operations, operating accruals, capital charge and accounting adjustments. The last two components are unique to EVA and provide an opportunity to test for their incremental value in predicting stock returns. Result was that the EVA components do not appear to be economically significant. The authors concluded that neither EVA nor Residual income dominates earnings in explaining contemporaneous stock returns. 

3.4 Conclusion
In this chapter different disadvantages of traditional accounting measures were described. These disadvantages might be seen as reasons for adopting VBMS measures in an organization. Earlier conducted researches related to the effectiveness of VBMS use showed different results as described in this chapter. Contradictions are found in the effectiveness of VBMS measures. These contradictions might be caused by the fact that the time period for which the researches are conducted is 1983-1993. Rappaport published his first book related to EVA in 1986, therefore it might be possible that economists/ companies were not all familiar with the EVA concept yet. This might have a negative influence on the test results of earlier researches. Besides, no research has been done related to differences between branches. It might be possible that EVA is a good measure within some branches while in others it is not. These are two reasons to conduct a new research, to adapt to these possible influences on earlier test results.

In the next chapter the judgment and decision-making rules for the for this thesis conducted research are described. In chapter 5 the research design will be described, in which the expected relations between the constructs are formulated, as well as the operationalization of the constructs, mainly based on obtained knowledge from available, and in chapters 2 and 3 described, theory.

Chapter 4 Judgement and decision-making research

In this chapter the hypotheses are defined which are used in the process to obtain an answer to the main question of this thesis: 

“Are there differences between branches in the predictability of stock prices (shareholders value), based on shareholder value performance measures?”

more concrete:

“Is there a positive linear relationship between the industry performance measures of SHV and the changes in stock prices?” .

The hypotheses are defined using the theory described in chapter 2 and 3, as well as the theoretical background related to the control variables, which will be described in paragraph 4.1. In chapter five the research method will be described which is used to test the hypotheses.

4.1 Theoretical background for judgment and decision making 
In this paragraph different factors are described which might influence the effectiveness of VBMS measures within companies, based on earlier conducted researches. The theory obtained from earlier conducted researches formed the basis to decide on the control variables which are used in the research conducted for this thesis. 

In the first place it was found that there are no general ways to implement VBMS (Kas et al (1996)). Several situational factors influence the applicability of the VBMS measures, for example strategy and uncertainty (Schoute et al (2005)). Especially in case of large external uncertainty the restrictions of traditional accounting measures are of great importance (Hartmann et al (2001)). In a survey research conducted within 8 companies in different branches in the Netherlands it was concluded that “Prospector strategy”( and “Defender strategy”( not necessarily influenced the choice of companies to implement VBMS (Rinsum et al (2006))(research based on questionnaires).
Martijn Schoute and Paul C.M. Claes (2005) referred to a research conducted by Lovata and Costigan (2002) in which a positive relationship was found between the adoption of the prospector strategy and the use of EVA. These two findings seem to compete with each other. Schoute and Claes did find in their own research that the average use of VBM-systems per sector did not differ much between sectors (See appendix 1). The impact of the kind of strategy might influence the use of EVA in branches and therefore the predictability of shareholders value. 

The goal of this research is to find additional empirical evidence concerning the predictability of shareholders’ value within branches. By doing this, a partly answer can be given to the question if the VBMS measure might be a good indicator or not within specific branches. 

Secondly, the financial structures (leverage) of the companies will be taken into account. If companies are mainly financed by liabilities and less by equity, the disadvantage of not taking the cost of equity into account might be of less importance. It was found that adaptors of EVA were characterized by a higher percentage of equity in hands of institutional investors (Schoute et al (2005)). The influence of financial structure will be compared between the branches, and thereby concluded if he implementation of VBMS is more useful in one branch than in other branches.

Thirdly, the degree of risk will be taken into account. It is concluded in earlier survey research within eight companies (Rinsum et al (2006)), that the larger the risk within a company, the larger the use of VBMS measures. The higher the risk of the company, the higher the Return on Equity and Liabilities must be, because these providers will demand a higher compensation for the additional risk (Rinsum et al (2006)). In this research it will be empirically tested if the degree of risk, which differs between branches, influences the predictability of shareholders value and if added value can be achieved by using VBMS measures.  

In the fourth place, one study (Kelly (2005)) found that the addition of non-financial value drivers to a performance measurement system improved management decision-making in firms containing larger proportions of intangible assets, where traditional financial measures are especially weak in reflecting value creation. In this research the proportion of intangible assets and the predictability of shareholders value based on VBMS will be empirically tested.

Finally, Black et al (2001) mentioned seven value drivers in organizations (explained in chapter 2), which are:

1. Sales growth (or turnover growth);
2. Cash profit margin (= EBITDA = earnings before interest, tax, depreciation and amortization);
3. Cash tax rate;  

4. Working capital;
5. Capital expenditure (or fixed capital);
6. WACC – the risk- and inflation-adjusted weighted average cost of capital;
7. Competitive risk advantage period.
Points 1, 4 and 5 focus on growth of the company. Point 6 focuses on Risk. These elements can be found by conducting a survey and will be added in the research. These aspects have proven to have a positive effect on the share price in case of a favorable change in value drivers (example see Appendix 2). 

The above mentioned findings of earlier researches will result in the choice of the control variables in the conducted research for this thesis. In the next paragraph the expected relations to be tested will be described, based on earlier conducted researches and theoretical background.
4.2 Expected relations to be tested

In this paragraph the hypotheses will be formulated, which are needed to test the overall relations between EVA, EPS and stock prices (predictability). First the control variables which are used in this research will be given, which are based on the theoretical background like described in paragraph 4.1. 
In the second place expectations of what influence the control variables will have on the expected relationship between EVA, EPS and Stock price will be described. These expected relationships are defined at organizational level, thus are not yet branch specific hypothesis related to the pharmaceutical, electronic equipment and food producer branch. The expectation is that within branches similar values of control variables will be found. 

Therefore expected relations related to branches will be based on the hypothesis formulated on organizational level, like formulated in this paragraph. If similarity in control variables is found within branches better predictability of shareholders value (stock price) might be proven to be influenced by these control variables. But, if it is found that significant differences are found in control variables within branches, the predictability of shareholders value may not differ between branches, and if they do differ between branches other factors might influence the predictability of stock prices. 
In this chapter the general hypotheses on organizational level are described. These hypotheses serve to provide insight in expected relationships between EVA, EPS and stock prices. These hypotheses serve as a basis to formulate branch specific hypotheses. In chapter 6 first the significant differences in control variables between and within branches is statistically proven to form a view of expected relations to be tested related to branches (hypotheses).

Control variables which are used in this research are:
	
	Control variable

	1
	Leverage

	2
	Degree of risk

	3
	Intangible assets

	4
	Sales growth

	5
	Working capital as % of total capital

	6
	Capital expenditures

	7
	Sales growth/capital expenditures

	8
	Sales growth/working capital as % of total capital

	9
	Portion expensed intangibles of total capital


The expected relations between EVA, EPS and stock prices are defined by incorporating the expected influence of the mentioned control variables.
Leverage

The higher the leverage, the more a company is financed with debt instead of equity. This might indicate a lower weighted average cost of capital (WACC), because average costs of debt are usually lower than average costs of equity. When companies are financed with more debt, it can be expected that the difference between the WACC and the average cost of debt will be lower. This means that it will be less necessary to use VBMS measures, which state that profits are only realised after deducting costs of all investors, being debt- as well as equity providers. The costs of equity will be less, so this correction in the profit calculation might be less useful. Thus, the expectation is that the higher the leverage, the less use of VBMS, as not all the advantages of VBMS measures are achieved. Companies could choose to use traditional accounting measures, for example top management will be judged on EPS. This will lead to the following hypotheses:

H1:  The higher the leverage, the lower the positive correlation between EVA and 

         stock price.

H2: The higher the leverage, the higher the correlation between EPS and Stock price.


Degree of risk

If the environment of a company is more stable it is expected to be less necessary to introduce a more difficult VBMS measure, instead traditional accounting measures are expected to be sufficient for financial purposes. The less stable the environment of a company, the higher the risk will be. The company needs to adapt to changing circumstances all the time to establish and remain a competitive advantage period. Besides, the higher the risk, the higher the return on equity and liability must be. The use of VBMS might help establish a higher return by focussing on the value drivers. Thus, it is expected that the higher the risk, the larger the VBMS use (with consequence of higher shareholders value), which leads to the following hypotheses:

H3: The higher the risk, the more positive correlation between EVA and Stock price is 

        expected.

Intangible assets

In literature study it was mentioned that traditional accounting measures were especially weak in reflecting value creation for a company with a large portion of intangible assets. This weakness has become of less importance in my opinion since 2002. Before 2002 goodwill, which is often a large part of the intangible assets of a company, were amortized every year by a fixed amount dependent of the lifetime of the goodwill. The amortization of goodwill did not mean that the goodwill decreased in value for the company, but was a standard deduction on the income statement. For example, Coca Cola has got goodwill, this will not decrease in value as long as the market does not change. The goodwill of Coca Cola did not really decrease in value, although the amortization was posted. The goodwill amortization therefore had to be corrected when using VBMS measures, to achieve a better overview of NOPAT, Capital and Economic Value Added (EVA) and therewith value creation. This difference is not applicable after 2001 anymore, due to the fact that goodwill impairment replaced goodwill amortization. Goodwill impairment losses are only taken into account if losses are really realized by decreased value of Goodwill, instead of amortization which was taken into account every year, independent of the fact if there really was a decrease in value of Goodwill. Goodwill impairment therefore means a realized loss for equity providers instead of amortization in earlier years and therefore no adjustment is needed anymore. This resulted in the fact that if intangibles consists mostly of goodwill the impact of the amount of intangibles on the calculation of EVA is less than it used to be before 2002. The intangible assets on the balance sheet are therefore not expected to have a significant influence on the VBMS use and therefore not on the correlation between EVA and stock price. 
One factor that might influence the VBMS use and therefore the correlation between EVA and Stock price is the amount of expensed intangibles, which affect multiple periods. If managers are judged on the short term profits, for example EPS, the risk of decreasing for example research and development costs or marketing costs, to obtain a higher bonus might exist. This might have a negative influence on the creation of shareholders value. The amount of expensed intangibles in portion of total capital (see appendix 7 – CD rom) therefore is expected to have a bigger influence on the value creation and therewith on the correlation between EVA and stock price than the amount of intangibles on the balance sheet. The following hypothesis can be formulated:
H4: The larger amount of expensed intangibles in portion of total capital, the higher correlation between EVA and stock price. 


Sales growth

As sales growth is one of the value drivers mentioned in the VBMS method, it is an important factor to manage. Sales growth alone is not what it is about. Sales might grow, but if this is achieved by non efficient investments it might destroy value of the company. To find out if the sales growth of these branches is achieved by efficient investments and to make the branches comparable to each other, the sales growth is divided by the capital expenditures. In chapter six the median values of sales growth divided by capital expenditures will be calculated for the three branches incorporated in this research. It might become visible that one branch has achieved the biggest sales growth with the least performed investments in capital. This might indicate that that specific branch focuses on the value drivers and therefore has a stronger expected correlation between EVA and stock price. The hypotheses on organizational level is:
H5: The more efficient received sales growth, the stronger the positive 

        relationship between EVA and Stock price.
Investment in working capital

Like mentioned under sales growth median values are calculated in chapter 6. One branch might show the lowest investment in working capital as percentage of total capital. This might indicate that these companies are:

a) less investing in working capital to grow the business, or

b) extremely efficient in achieving growth in the business.

The expectation of hypothesis 5 (efficient sales growth) will be viewed in total efficiency of investments, both in fixed- as in working capital.

Summarized the organizational level hypothesis are as follows:

H1:  The higher the leverage, the lower the positive correlation between EVA and 

        stock price.

H2: The higher the leverage, the higher the correlation between EPS and Stock price.

H3: The higher the risk, the more positive correlation between EVA and Stock price is 

        expected.

H4: The larger amount of expensed intangibles in portion of total capital, the higher 
       correlation between EVA and stock price.

H5: The more efficient received sales growth indicate a stronger positive 

        relationship between EVA and Stock price.


Chapter 5 Emperical research - Research method
5.1  Introduction
In this chapter the research method will be described. In paragraph 5.2 the constructs will be defined by using the Predictive Validity Framework. In paragraph 5.3 the constructs will be operationalized. In paragraph 5.4 the control variables are defined. In paragraph 5.5 validity issues are mentioned concerning the research design. Finally, this chapter will end by describing the used sources for conducting the research (paragraph 5.6) and by giving the limitations concerning this research (paragraph 5.7).
5.2 Constructs and Predictive Validity Framework
Adapting the Predictive validity framework (PVF) (Bisbe et al (2007)) will provide insight in the design of the research. Theory-based empirical research aims to refine general problems down to clear, unambiguous and testable research questions. The PVF is a framework that provides a description of the process by which the research questions are specified, operationalized and tested. The two levels of the framework for this research are mentioned in figure 4.1.
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5.3 Operationalized variables

In the main question mentioned in chapter 1 the two constructs are included, namely industry measures of SHV (EVA and EPS) and stock prices (shareholders value). First, the main question will be repeated to provide a clear overview.

Main question: 

“Are there differences between branches in the predictability of stock prices (shareholders value), based on shareholder value performance measures?”

more concrete:

“Is there a positive linear relationship between the industry performance measures of SHV and the changes in stock prices?” This might indicate higher predictability in some industry settings than others.

These constructs are not directly observable, therefore the operationalized variables per construct will be defined in this paragraph.

Construct A (explanatory): Measures of SHV

The aim of the study is to test whether there is better congruence between measures of SHV and (predictability of) SHV in some industries than others. Therefore, the construct measures of SHV can be operationalized by the measure Economic Value Added (EVA), as this measure should influence top-managements’ behavior towards creation of SHV.

EVA can be determined by the following formula (Bouwens et al (2003), Biddle et al (1996)):


Net operating profit after taxes (NOPAT)

-/- adjustments to accounting measures of capital

-/- adjustments to accounting measures of operating profits

= Economic Value Added
Explanation:

Adjustment to accounting measures of capital = k * Capital

Adjustment to accounting measures of operating profits: see Appendix 4
As a part of the research consists of literature study, in which partly answer is given to the question “What are the advantages and disadvantages of traditional accounting measures?” and the predictability is tested, the following traditional accounting measure will also be used to define the industrial measure of SHV: Earnings per share (EPS). This makes comparison possible between predictability of SHV by using the traditional accounting measure EPS and the “improved” measure EVA. These values will be determined for 8 companies within 3 branches/industries (total of 24 companies).



Through the following link: http://www.nyse.com/about/listed/lc_ny_industry.html, listed companies per branch were found. The choice for the following branches and companies is made:

	Industrials - Electronic equipment
	Consumer goods – Food producers
	Pharmaceuticals

	Ametek Inc.
	Corn Products International Inc.
	Abbott Laboratories

	Brady Corporation
	Darling International Inc.
	KV Pharmaceutical Company

	Danaher Corporation
	Dean Foods Company
	Eli Lilly & Company

	Landauer, Inc.
	Del Monte Foods Company
	Forest Laboratories, Inc.

	PerkinElmer, Inc.
	General Mills Inc.
	Merck & Co, Inc.

	Roper Industries Inc.
	HJ Heinz Company
	Pfizer Inc.

	Badger Meter Inc.
	Kellogg Company
	Johnson & Johnson

	Emerson Electric Company
	Kraft Foods Inc.
	Hospira Inc.



The choice for these sectors is made, because of the effect of differences in for example:

· amount of intangible assets;

· financial structures/leverage;

· risk.

As mentioned in the literature study (and used as control variables in this research), these factors are expected to differ per branch, which might provide additional insights in this research. Hypotheses related to these factors were formulated in paragraph 4.2.
All mentioned companies are US companies and listed at the stock exchanges in North America. This selection is made, because the research results will not be influenced by differences in used financial reporting standards this way, thus an adequate comparison can be made.

The EVA in this research is obtained in two different ways. In the first place the EVA is obtained from the Thomson ONE Banker (TB) database, which is accessible through the Digital EUR library. This database defines EVA as follows:

EVA TB =(OperatingIncomeAfterDepr-IncomeTaxes)-CostofCapital

In this calculation it is visible that not all adjustments advised by Martin and Petty (2000) are incorporated in the calculation (See Appendix 4 for an overview of the most common adjustments). Therefore, EVA adjusted is calculated in this research, which might provide extra insight related to the extra information content (incremental information) of these adjustments compared to the EVA TB. 
To calculate the EVA adjusted the SEC 10K filing is used to determine the amount of marketable securities, off balance lease obligations and goodwill amortization in 2001. The Compustat North America database is used to obtain the information concerning the LIFO reserve and stock prices. All other data are obtained through the Thomsom ONE Banker database. The calculation is made like mentioned in Appendix 4.
As EVA TB does not incorporate specific adjustments important differences with EVA adjusted arise, which are:

In the first place, in EVA adjusted in 2001 the goodwill amortization, if this was applicable, was added back to the NOPAT and the accumulated Goodwill amortization was added back to the book value of Goodwill on the balance sheet (CAPITAL). This difference is not applicable after 2001 anymore, due to the fact that goodwill impairment replaced goodwill amortization (SFAS 142 since fiscal year 2002). Goodwill impairment losses are only taken into account if losses are really realized by decreased value of Goodwill, applicable if the fair value is lower than the carrying value. Instead, amortization was taken into account every year, independent of the fact if there really was a decrease in value of Goodwill. Goodwill impairment therefore means a realized loss for equity providers instead of amortization in earlier years. An adjustment is not needed anymore for the NOPAT. Instead, the accumulated goodwill amortization will be taken into account in later years as adjustment for the CAPITAL, until an impairment is realized. When realizing an impairment, the accumulated amortization is realized as well and the adjustment must not be taken into account anymore. 
Secondly, specific adjustments are not taken into account in the EVA TB calculation like: 
· provision for bad debt, 
· goodwill impairment in 2001 like mentioned before, 
· research and development costs are not capitalized and amortized, 

· interest on non capitalized leases are not taken into account while calculating the NOPAT and CAPITAL,
· LIFO reserve is not taken into account,
· Other reserves are not taken into account,
· Marketable securities are not taken into account to determine the CAPITAL.
These differences in EVA calculation might provide an insight in the fact if these adjustments add extra information value to the EVA adjusted measure and if this measure will provide better predictability than EVA TB. The Thomson ONE Banker database EVA is used because these calculations are made by professionals, who have more insight in company figures, which must increase the construct validity of this research which will be described in paragraph 5.5. It needs to be mentioned that all specific adjustments made by Stern Stewart&Co are not included in this EVA calculation. Stern Stewart&Co make adjustments per company up to 160 adjustments. These adjustments might provide incremental information, but due to limited resources and money the Stern Stewart&Co EVA was not available to conduct this research. For a research with a suitable budget it might be interesting to conduct the same research but with use of the Stern Stewart&Co EVA to find out if this EVA calculation provides better predictability and if this EVA measure provides incremental information. In this research the conclusion will be limited to the most common adjustments proposed by Martin and Petty (2001; See Appendix 4).

Finally, to calculate the EVA the cost of capital (k) is necessary to determine the adjustment to accounting measures of capital  (= k * Capital). The cost of capital can be found by a calculation based on the following formula (Investopedia: WACC):


WACC = E/V * Re + D/V * Rd * (1-Tc)


Explanation:

WACC = Weighted average cost of capital

E = Equity

D = Debt

V = E + D

Re = cost of equity

Rd= cost of debt

Tc = Corporate Tax rate

In this research the Weighted average cost of capital is obtained from a database called: Thomson ONE Banker. This database defines WACC as: “A calculation of a firm's cost of capital that weights every category of capital proportionately. Included in the calculation are all capital sources (common stock, preferred stock, bonds and any other L-T debt) and is calculated as: WtdCostOfDebt+WtdCostOfEquity+WtdCostOfPreferred” Using the calculations of professionals, who have more insight in company figures, must increase the construct validity of this research which will be described in paragraph 5.5. 
Explanation of sources to be used to calculate the WACC manually instead of obtaining this information out of a database
In the first place, equity and debt can be found in the Balance sheet as mentioned in the annual reports of the companies.

In the second place, the cost of equity can be calculated by the use of the following formula (investopedia: cost of equity):
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The dividends per share as well as the growth rate of dividends, can be found in the annual report where the expected dividend yield is mentioned. The market value of stock can be determined by the stock price. 

In the third place, cost of debt, which is the effective rate that a company pays on its current debt, can be calculated by:


Rd = Interest expenses (Income statement notes)/ D

In which D is the total of short- and long term interest-bearing-debt. Most corporate debt is not actively traded, so its market value cannot be observed directly. To value a non traded debt security you can look to securities that are traded and have approximately the same default risk and maturity. For healthy firms the market value of debt is usually not too far from book value, so many managers and analysts use book value to calculate D in the weighted average cost of capital formula (Brealey et al (2006)). 
Finally, the corporate tax rate (=Tc) can be found in the annual report as these state the effective tax rate for the organization.

Construct B (explained): Stock price (SHV)

In general the belief exists that managers are often short-term oriented to maintain a smooth, steady earnings growth pattern and to meet or beat earnings expectations at almost any cost. This is called earnings management (Graham et al (2005) and Lahart (2004)). Earnings management alone will not provide the highest shareholders value and is not in the best interest of the shareholders. Research studies have shown that the stock market is generally not short-term oriented (Rappaport (1992)). Its valuations are based to a large extent on investors’ collective judgments of the companies’ future cash flows and risk, on to an infinite horizon. When markets are informed and efficient, managers attempting to maximize long-term cash flows (or earnings) are simultaneously maximizing short-term stock prices (Merchant et al (2007)).  The operetionalized variable for SHV will therefore be set at realized stock prices.  Stock prices can be found through Thomson One Banker database (variable Priceclose).
5.4 Control variables

Control variables are used to test what causes differences in predictability of SHV between branches if these differences are found. These control variables are found by conducting literature study as described in chapter 2 and paragraph 4.2 . The following control variables will be distinguished in this research. 

Leverage

Within an industry and between industries the leverage will be compared. This might provide insight in the influence of the leverage on the predictability of the stock price. The leverage will be determined by calculating the debt-to-equity ratio (debt divided by shareholders equity of the company as mentioned in the annual reports). For this research the data are obtained from Thomson One Banker database.
Degree of risk

It is concluded in earlier survey research within 8 companies (Rinsum et al (2006)), that the larger the risk within a company, the larger the use of VBMS measures.  The higher the risk of the company, the higher the return on equity and liabilities must be, because these providers will demand a higher compensation for the additional risk (Rinsum et al (2006)). This will lead to a higher return on an individual security (Capital Asset Pricing model, see below). The degree of risk in this research will be determined by the use of ß (= beta), which is important in creating shareholders value. It measures the systematic risk taken when an investor buys a share. 


Beta is a measure of a stock's volatility in relation to the market. By definition, the market has a beta of 1, and individual stocks are ranked according to how much they deviate from the market. A stock that swings more than the market over time has a beta above 1. If a stock moves less than the market, the stock's beta is less than 1. High-beta stocks are supposed to be riskier, but provide a potential for higher returns; low-beta stocks pose less risk but also lower returns (Ben McClure). 


In formula form Capital Asset Pricing Model (Black et al (2001) can be described as:


Ri  = Rf + ß * Rm

Ri =  Return on an individual security 
Rf =  Risk free rate of return
ß = Systematic risk attached to investing in that security

Rm =  Market risk premium

In this research the ß within and between industries will be compared. This might give insight in the influence of the risk on the predictability of the stock price. Beta per company can be found through the following link on the internet: http://finance.google.com/finance or through the Thomson ONE Banker database. On this site it is possible to search for company information by filling in the company name. Part of this information is the beta of the company. For this research the Beta is obtained from the Thomson ONE Banker database, to increase construct validity like mentioned before with the other variables. Thomson ONE Banker database describes Beta as follows: “A measure of market risk which shows the relationship between the volatility of the stock and the volatility of the market. This coefficient is based on between 23 and 35 consecutive month end price percent changes and their relativity to a local market index”.

Intangible assets

In prior studies (Kelly (2005)) it was found that traditional financial measures are especially weak in reflecting value creation in firms containing larger proportions of intangible assets. In this research the proportion of intangible assets (intangible assets divided by total assets as can be found in the annual reports) will be compared within and between industries. This might give insight in the influence of the capital expenditures on the predictability of the stock price. The data are obtained from Thomson One Banker database.
Value drivers

Black et al (2001) mentioned seven value drivers in organizations. The impact of three of these value drivers on the relationship between the constructs will be determined. The following value drivers will be compared within and between industries:

· sales growth (%);

· working capital (current assets less current liabilities);

· capital expenditure (fixed capital: expenditures creating future benefits1. Operationalized by the ratio fixed assets/total assets).
This might provide insight in the influence of these value drivers on the predictability of the stock price. All these value drivers can be determined by using the annual reports or as used in this research through the Thomson ONE Banker database. Like described in paragraph 4.2 expected relations to be tested, sales growth is related to total capital and working capital to incorporate efficiency of achieved sales growth in this research.
5.5 Validity issues
In this paragraph the validity issues concerning this research will be described. This will be done for the five mentioned links in the Predictive Validity Framework described in paragraph 5.2. 

Link 1: External validity

“External validity refers to whether observed causal relations in one study can be generalized to specific groups, settings and times, and/or across a broader array of groups, settings and times”  (Birnberg et al (1990)). The external validity concerns the link between the two constructs, industry measures of SHV and the stock price. The external validity in this research is low, due to limitations of this research. These limitations are described in paragraph 5.7 Limitations. 

Link 2 and link 3: Construct validity

“Construct validity refers to whether a particular operational definition of the construct is indeed a valid measure of it. Construct validity depends on (1) assessing convergence across different measures of the same concept and (2) testing of divergence across measures of conceptually distinct concepts [Cook and campell, 1979] This provides greater confidence in its operational and theoretical boundaries“ (Birnberg et al (1990)). 
The goal of the study is to find an answer to the following question: “Are there differences in the predictability of shareholders value between branches?”. By literature study it was found that residual income measures are used to influence the behavior of top management towards long-term focus and so influence the SHV (stock price). 
Residual income measures pretend to be good measures to determine whether there is better predictability within some branches. BUT, differences in calculation (per company between years and/or between companies) might occur in the operationalization (towards EVA) of construct A “Measures of SHV”, if the EVA values would be computed (manual) by the researcher. Besides, not all information is available in annual reports, for example “selling, administrative and general expenses” are given as one amount in the annual reports. This makes it impossible to make a good adjustment (capitalize selling/marketing expenses) to calculate EVA. This might limit the construct validity concerning construct A. After a lot of research, the information concerning EVA, WACC and Beta could be obtained from the Thomson ONE Banker database. The calculations of these data are made by specialists and in the same manner for all companies in the database. This will increase the construct validity of construct A, which will be in favor of the conducted research (only for the variables EPS (diluted) and EVA, not for EVA adjusted). Thus, construct validity for EVA and EPS is set at medium to high and low for EVA adjusted. 
Shareholders value is determined by the stock market and so an objective measure. For this construct the construct validity can be set at high. Control variables are also included in the research to provide additional information. By comparing the control variables within and between industries the real cause of the found relationships might be determined. The construct validity can be set at medium to high, when using the data from the Thomson One Banker database. 
Link 4: Statistical conclusion validity

“Statistical conclusion validity refers to whether the independent and dependent variables in a study covary, given the statistical evidence (such as sample size, specified alpha level and the sample variances)” (Birnberg et al (1990)). Given the relative small sample size (3 industries and 8 companies per industry) the statistical conclusion validity will be low to medium for this research. This is mainly caused by limited resources (money and people).  Besides, as Birnberg states, statistical conclusion validity is often low in a field experiment, due to measurement difficulties and the lack of control over variables (Birnberg et al (1990) ). Although this study uses archival data, the problems of measurement difficulties, especially with regard to EVA, and lack of control over variables does apply to this study as well. 
Finally, the fact that the number of years per company is stated at 5 years, might influence the statistical conclusion validity in a negative way as well. BUT, for companies it is necessary that the implemented new measure of SHV should be working within 5 years, because if there is no correlation between stock price and the value of EVA within 5 years, one might question if EVA is a valuable measure to implement.

Link 5: Internal validity

“Once covariation has been established, internal validity can be determined by assessing whether changes in the dependent variable were caused by changes in the independent variable(s). An internally valid study is one in which conclusions can be drawn from a set of observations with little ambiguity” (Birnberg et al (1990)). Due to the sample size less statistical evidence will be available concerning the covariation between the variables. Besides, as stated above, the study will be accompanied with measurement difficulties and the lack of control over variables, because it has to draw on archival data from a real world setting. Therefore the internal validity will be set at low to medium for this research. The control variables however, might provide additional insight in the cause of the found relationships, but other unknown factors might have influence as well.

5.6 Method of research and used sources

In this research data will be collected from several online databases. The following table summarizes different channels through which information is collected.

	
	Needed to obtain information for:
	Sources to be used:

	Annual reports, Thomson ONE Banker database and, Compustat North America database
	* calculate EVA and EPS etc for 

   the years 2003-2007 and 

   determine their development; 

* determine financial structure;

* determine working capital;

* determine portion of intangible  

   assets and capital expenditures.
	Through the following link the companies per industry were found:

http://www.nyse.com/about/listed/lc_ny_industry.html
By selecting the company name the website of the company was found. On the website of the companies annual reports are given. If not all annual reports were available the SEC filling could be found through the same link. 
EVA, EPS, Beta etc were found in the Thomson ONE Banker database and Compustat North America database.



	Stock prices graphs and marks
	* determine the development in 

   stock prices for the years 2003-

   2007 and establish if this is in line 

   with the measures of SHV.
	* Through the following link the stock prices were found. These stock prices were downloadable to Excel.
  http://finance.google.com/ or through the Thomson ONE Banker database, which is used for this research.

	Risk profile of company (ß = beta)
	* To determine influence of degree  

   of risk on share prices.
	* Can be found through the following link: http://finance.google.com/finance
But for this research the Betas mentioned in the Thomson ONE Banker database were used. This increases the validity.

	Specific information about Value Based Management System measures
	* conducted theoretical research about VBMS.
	* Different papers, books,  

   websites etc. All used sources  

   are mentioned in the 
   Bibliography.



5.7 Limitations

The conducted research has the following limitations. In the first place, the research focuses only on companies which are located in the United States or companies of which the headquarter is located in the United States and which are listed at the New York stock exchange (NYSE). This might influence the results, because the country culture might influence the behavior of shareholders on the stock markets and/or the behavior in a company. Drawn conclusions might not be applicable to other foreign stock markets and companies. In the second place, a limited number of companies and branches will be taken into account. The main reason for the research was to find out if correlation consists between (accounting) measures of SHV and predictability of stock prices. By focusing on 3 branches and 8 companies per branch the degree of correlation can be determined, but with limited statistical conclusion validity as mentioned earlier.  The third limitation is the assumption of the stock market being informed and efficient. In the fourth place, the timeframe for which the research is done is 5 years (2003 till 2007). This means the research is based on information from after the terrorist attack on the World Trade Center and before the Credit Crisis, in which the assumption of informed and efficient markets might be applicable. Circumstances might be different in other periods, which might cause limited generalization of results to other periods. Besides, it is unknown if the chosen companies in the research really use Economic Value Added to manage behavior of top management. In case a company does not use EVA, it might influence the predictability (test result) in a negative way. If that company would have used EVA, the found predictability might have been higher. 


Chapter 6 Research results
In this chapter the research results will be described by analysis of the SPSS output related to the in chapter 4 and in paragraph 6.1 defined hypotheses. Per hypothesis a conclusion will be drawn. 
To come to the conclusions the following steps are taken and described:
First, the branch specific hypotheses are defined by looking at the control variables (medians) for the three branches in this research (electronic equipment producers, food producers and pharmaceuticals) and the test results of the Kruskal-Wallis test and the Mann Whitney U-test. The Kruskal-Wallis test is conducted to test if there are significant differences in the control variables between branches. If there are significant differences in control variables between branches better predictability of stock price (shareholders value) might be proven for one or more of the branches which might be influenced by the control variables. 

The Mann Whitney U-test is conducted to provide insight in the differences in control variables between two branches, as the Kruskal-Wallis test just examines if there are significant differences between the three branches, but does not provide insight in the exact differences between the branches. The Mann Whitney U-test test is done for all possible combinations of branches, thus three times. This differences in control variables between two branches might provide insight in the influence of control variables, like described in paragraph 4.2, on the predictability of stock prices in branches. These test results are used to formulate the branch specific hypotheses, as this information helps to formulate the expected strength of correlation between the dependent variable, i.e. stock price, and independent variables, i.e. EVA and/or EVA adjusted. Test results of these branch specific hypotheses might explain differences in the predictability of stock prices between branches if these are found and a possible influence of the control variables on the found differences.
In the second place the results of a regression analysis are given and a conclusion is drawn related to the defined hypotheses. A regression analysis with dummy variables related to branches is used to prove if the branch specific hypotheses are valid. Next, a Spearman correlation test is conducted to provide an answer to the organizational level hypotheses, like formulated in paragraph 4.2, related to the expected influence of the control variables on the predictability of stock prices.
In paragraph 6.1 the branch specific hypotheses will be defined. The results of the Mann Whitney U-test and the Kruskal-Wallis test are also described in paragraph 6.1 to support the formulation of branch specific hypotheses. In paragraph 6.2 results for branch specific hypotheses are provided based on the regression analysis with dummy variables. In paragraph 6.3 research results related to organizational level hypotheses, like formulated in paragraph 4.2, are given based on a Spearman correlation test. Finally, this chapter will end with a conclusion.

6.1 Branch specific hypotheses
In this paragraph first the branch specific hypothesis will be defined based on the medians per control variable and the results of the Kruskal-Wallis test and the Mann Whithney U-test.
Data on the control variables are gathered through Thomson One Banker database and/or annual reports (see appendix 7 – CD- rom). The median of these control variables for the different branches, as well as the results of the Kruskal-Walis test and the Mann Whithney U-test, are as follows (See appendix 8 – test number 1 for underlying SPSS-output):


	
	Control variable
	Electronic Equipment - 
Median
	Food producers –
Median
	Pharmaceu-ticals –
Median
	Kruskal-Wallis test* Chi-square
	Mann Whitney U-testa

	1
	Leverage
	42,029%
	113,228%
	38,01%
	42,433**
	F > E &P; 

E = P

	2
	Degree of risk
	0,988
	0,600
	0,738
	21,135**
	E > F & P;
F = P

	3
	Intangible assets
	50,07%
	44,5%
	10,973%
	36,630**
	E & F > P;
E = F

	4
	Sales growth
	11,99%
	5,97%
	8,64%
	6,099*
	E > F
F = P

E = P

	5
	Working capital as % of total capital
	17,08%
	8,29%
	32,61%
	33,511**
	F < E < P

	6
	Capital expenditures
	2,194%
	3,41%
	4,605%
	14,835**
	E < F < P

	7
	Sales growth/capital expenditures
	459,68%
	179,43%
	157,22%
	15,516**
	E > F & P;
F = P

	8
	Sales growth/working capital as % of total capital
	62,87%
	17,335%
	28,34%
	9,575**
	E > F & P;
F = P

	9
	Portion expensed intangibles of total capital
	0%
	8%
	19%
	96,132**
	E < F < P
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**: P < .01

 *: P< .05 (
a Explanation: E= electronic equipment, F = Food producers, P = pharmaceuticals

Test results Kruskal-wallis test
The goal of the research conducted for this thesis is to find out if there are differences in the predictability of stock prices between branches and if the control variables are influencing the differences if these are found. To test whether these control variables might possibly be influencing the predictability of stock prices in branches, it must be tested if there are significant differences between these control variables between branches. If the control variables are not significantly differing between branches, these factors would not be of influence on a possible found difference in predictability of stock prices. 

To test whether there are significant differences in control variables between branches a Kruskal-Wallis test is conducted. The test results are mentioned in the table in figure 6.1. 

For all the nine control variables significant differences are found in the control variables between branches.  
Test results Mann Whitney U-test

The Mann Whitney U-test is a non-parametric test that is used for determining if the mean of the control variables of two branches are different from each other. The results are summarised in the last column of figure 6.1, and show how the branches differ from one another on the control variables (See appendix 8 test 2 for the SPSS output of this test).
The results of the Mann Whitney U-test provide additional information compared to the Kruskal-Wallis test, which only tells if there are significant differences found in control variables between branches, but not exactly where those differences are found. The Mann Whitney U-test shows where the differences in control variables are found and the comparison between two branches, which information can be used to estimate the strength of correlation between the EVA or EVA adjusted and stock prices for the different branches, which will be described in the next subsection.
Looking at figure 6.1 with medians and the results of the Kruskal-Wallis test and the Mann Whitney U-test, branch specific hypotheses can be defined. These hypotheses are formulated based on the theoretical background about expected influence of the control variables on predictability of stock prices like described in paragraph 4.2. The Kruskal-Wallis test showed that there are significant differences in the control variables, which might indicate that these variables influence the predictability of stock prices when using EVA or EVA adjusted as a performance measure. Besides the expected strength of the correlation can be estimated with the use of the test results of the Mann Whitney U-test, as this test provides information about the differences in control variables between branches and therefore insight in the possible influence of these control variables on the predictability of stock prices.
Because of the following factors related to Electronic equipment branch, hypotheses 6 is defined: 

1. High equity (low leverage)
2. High risk
3. High efficient investments in fixed- and working capital
4. Low portion of expensed intangibles
H6:  Electronic equipment branch will show a high positive correlation (linear relationship) between EVA (adjusted) and stock price

Because of the following factors related to the Food producer branch, hypotheses 7 and 8 are defined:

1. low equity (high leverage)
2. lower risk 
3. middle efficient investments to achieve sales growth

4. middle portion of expensed intangibles

H7: Food producers branch will show a low positive correlation (linear relationship) between EVA (adjusted) and stock price

H8: Food producers will show a high positive correlation (linear relationship) between EPS and stock price

Because of the following factors related to Pharmaceutical branch, hypotheses 9 is defined: 

1. High equity (low leverage)
2. Medium to high risk
3. Middle efficient investments in fixed- and working capital
4. High portion of expensed intangibles
H9:  Pharmaceutical branch will show a medium-high positive correlation (linear relationship) between EVA (adjusted) and stock price

Summarizing hypotheses:

H10: There are differences in predictability of SHV based on EPS (diluted) between branches
H11: There are differences in predictability of SHV based on EVA between branches
H12: There are differences in predictability of SHV based on EVA adjusted between branches


6.2 Research results branch specific hypotheses

To test whether there are differences in the predictability of shareholders value (SHV) between branches based on measures of SHV, a dummy variable “Branch” is used in a linear regression analysis.

A reference branch is chosen per independent variable, based on the expected strength in correlation between the independent variable and the predictability in stock price (strongest expected correlation → reference branch). In this paragraph the test-results will be given of the conducted regression analysis in which a dummy variable for branches is used for all of the independent variables (EPS, EPS diluted, EVA and EVA adjusted). The paragraph will end with describing the test results of the conducted F-test related to the independent variables.

The next table summarizes the results of the regression analysis with the use of dummy variables for branches to test the correlation between the independent variables EPS, EPS diluted, EVA and EVA adjusted and the stock price (see appendix 8 for the SPSS output and for more details the CD-rom Appendix 7):


	
	
	(1) EPS
	(2) EPS diluted
	(3) EVA
	(4) EVA Adjusted

	Reference branch
	
	Food producers
	Food producers 
	Electronic equipment 
	Electronic equipment

	
	
	
	
	
	

	Performance measure (PM):
	
	
	
	
	

	(1) EPS
	Standardized

coefficients
	.954**
	
	
	

	(2) EPS diluted
	
	
	.954**
	
	

	(3) EVA
	
	
	
	- .787
	

	(4) EVA adjusted
	
	
	
	
	- .024

	
	
	
	
	
	

	Pharma
	Standardized

coefficients
	-.101
	-.101
	- .390**
	- .346**

	Electronics
	
	.234*
	.234*
	
	

	Food
	
	
	
	- .198
	- .174

	Pharma * PM
	
	-.419**
	-.419**
	.673
	.158

	Electronics * PM
	
	-1.093**
	-1.093**
	
	

	Food * PM
	
	
	
	-.003
	.148

	
	
	
	
	
	

	F-test
	
	10.682**
	10.682**
	3,538**
	3,538**

	
	
	
	
	
	

	R2
	
	.323
	.323
	.119
	.136

	R2-adjusted
	
	.293
	.293
	.080
	.098



Significance levels:

*    = significant at 5,0% level (P<.05).
**   = significant at 1% (P < .01)

Test results for earnings per share (diluted) (see Appendix 9 test 3 for the SPSS output)

With regard to EPS and EPS diluted, the results in table 6.2 show that the coefficients for both interaction terms are significant. This indicates that there are significant differences in the relationship between each of these two performance measures and stock prices between branches. In particular, the results indicate that for the food industry there is a significant positive relationship between EPS (diluted) and stock prices. This confirms hypothesis 8. This positive relationship is significantly higher than for the pharmaceutical industry and electronics industry, as indicated by the significant negative coefficients for the two interaction terms. Thus, hypothesis 10, stating that there are significant differences in predictability of stock prices of EPS (diluted) between branches, is confirmed as well. 
The R-square of EPS (diluted) is just 32,3% and thus quite low, which means that only 32,3% of variation in the dependent variable (stock price) is explained by the independent variables (EPS (diluted), and branch).
Test results EVA (see Appendix 9 test 5 for the SPSS output)

With regard to EVA , the results in table 6.2 show that the coefficients for the interaction terms are not significant. Thus, there is no significant difference in the predictability of the stock price between branches, and hypothesis 11 is rejected. The results also indicate that EVA has no significant influence on the predictability of the stock price. Thus, hypotheses 6, 7 and 9, that stated that we expected a positive correlation between EVA and stock prices for the electronics, food, and pharmaceutical industry respectively, are rejected.  

Besides, the R-square of the model using EVA as a predictor EVA is just 11,9% and thus very low, which means that only 11,9% of variation in the dependent variable (stock price) is explained by the independent variables EVA and branch.

Finally, it is visible in table 6.2 that a negative correlation is found between EVA and stock price, although this coefficient is not significant. This can be explained by the fact that besides EVA as a performance measure (a lot of) other factors, for example expectations about the future, fraud by (top) management or other negative information about a company, plays an important role in the development of stock prices. Looking at a R-square of just 11,9% it is confirmed that the change in stock price is determined for 88,1% by other factors than EVA, which might cause a negative development in stock price despite an increasing EVA.

Test results EVA adjusted (see Appendix 9 test 5 for the SPSS output)
For EVA adjusted, in which adjustments are made which tend to increase incremental information value of EVA and predictability of the stock price, again, no significant difference in the predictability of the stock price between branches is found. Thus, hypothesis 12 is rejected. Furthermore, the coefficient for EVA adjusted is not significant either, indicating that EVA adjusted does not have a significant influence on the predictability of the stock price. So, also for EVA adjusted, hypotheses 6, 7 and 9 are rejected.  

The R-square of the model using EVA adjusted and branch as predictors is just 13,6% and thus very low, which means that only 13,6% of variation in the dependent variable (stock price) is explained by the independent variable EVA. This is substantially lower than for EPS and EPS diluted, which have a R-square of 32,3%.

F-testing for EPS and EPS diluted (see Appendix 9 test 6 for the SPSS output)
A F-test is conducted of the joint explanatory power of the intercept and slope of dummy variables, related to the predictability of the stock price based on EPS and EPS diluted. It can be concluded that adding the dummy variables for branch, and the interaction terms “pharma (*EPS)” and “electr (*EPS)” do provide joint explanatory power of the intercept and slope. By adding the dummy variables to account for differences between branches, the model explains significantly more variance in stock prices. 
F-testing for EVA and EVA adjusted (see Appendix 9 test 7 for the SPSS output)
For EVA and EVA adjusted also a F-test has been conducted. It can be concluded that adding the dummy variables for branch, and the interaction terms “Pharma (*EVA)” and “Food (*EVA)”, do not provide joint explanatory power of the intercept and slope. This is not a surprise as we know from the conducted T-test that the coefficients for these variables were not significantly different from zero.
6.3 Research results organizational level hypotheses

In paragraph 4.2 expectations were formulated in the form of hypotheses concerning the expected relationship between the control variables and the predictability of the stock price. In paragraph 6.2 hypotheses were tested incorporating the effect of branches on the relationship between the dependent and independent variables. In this paragraph the organizational level hypotheses will be tested by not incorporating the effect of branches and thus test the relationships for all the companies in the sample (= 24 companies). 
The following organizational level hypotheses were formulated in paragraph 4.2:

H1:  The higher the leverage, the lower the positive correlation between EVA and 

         stock price.

H2: The higher the leverage, the higher the correlation between EPS and Stock price.

H3: The higher the risk, the more positive correlation between EVA and Stock price is 

        expected.

H4: The larger amount of expensed intangibles in portion of total capital, the higher 
       correlation between EVA and stock price.

H5: The more efficient received sales growth, the stronger the positive 

        relationship between EVA and Stock price.

To test these hypotheses, first for each of the companies the Spearman correlation between stock prices and each of the four performance measures (EPS, EPS diluted, EVA, and EVA (adjusted)) was calculated over the five year period. Because of the small number of observations (five for each company), Spearman correlations is used, which is a non-parametric measure of correlation that does not require normal data. Next, these correlations were regressed on leverage, risk, expensed intangibles as a portion of total capital, and sales growth as % of capital expenditures (as indicator of efficient received sales growth) for the 24 companies. The results are displayed in table 6.3, which shows the standardised regression coefficients for the four control variables:



	
	Dependent variables: 

Spearman correlation between stock prices and:

	
	(1) EPS
	(2) EPS diluted
	(3) EVA
	(4) EVA adjusted

	Leverage
	-.066
	-.066
	-.426
	.200

	Risk
	.225
	.225
	-.350
	-.269

	Portion expensed intangibles of total capital
	.024
	.024
	.056
	.207

	Sales growth as % of capital expenditures
	-.056
	-.056
	.194
	.094

	
	
	
	
	

	F-statistic
	.333
	.333
	1.999
	1.042

	
	
	
	
	

	R2
	.066
	.066
	.296
	.180



Table 6.3 Regression analysis of correlations between stock price and EPS (diluted) or EVA (adjusted) regressed on control variables 
Significance levels:

*    = significant at 5,0% level (P<.05).

**   = significant at 1% (P < .01)

As table 6.3 shows, none of the coefficients in any of the four regression models is significant. This means that the correlation between stock prices and EPS, EPS diluted, EVA, or Eva adjusted is not significantly influenced by either leverage, risk, expensed intangibles as a portion of total capital, or sales growth as a % of capital expenditures. Thus, hypothesis 1 through 5, which posited an influence of these four variables, have to be rejected. 
6.4 Conclusion

In this chapter different statistical tests have been conducted to provide an answer to the main question of this thesis, which will be described in the final conclusion and recommendations, and to judge the in paragraph 4.2 and 6.1 formed hypotheses. In this conclusion a summary will be given related to the test results.
In the first place it is tested if there were significant differences in control variables between branches. Control variables used in this research are: leverage, intangible assets, sales growth, working capital as percentage of total capital, capital expenditures, sales growth as percentage of capital expenditures (efficiency), sales growth as percentage of working capital and portion expensed intangibles of total capital. In paragraph 4.2 expected relations to be tested, the expected influence of these control variables on the predictability of stock prices (SHV) was formulated into hypotheses. Using a Kruskal-Wallis test showed that the control variables are significantly different between the branches. A Mann Whitney U-test was conducted to test where the differences in control variables between branches could be found. This information was used to formulate the branch specific hypotheses.

To test the branch specific hypothesis a regression analysis, with the use of dummy variables for branches, is conducted. The result of this test is provided in the next tables:
	Tested hypotheses
	Judgement
	Reason

	Branch specific hypotheses

H6: Food producers will show a 
       high positive correlation 
       (linear relationship) between 
       EPS and stock price.
	Accepted
	A high positive correlation was found between EPS and stock price looking at the standardized coefficient of 0,954.



	H7: Food producers branch will 
       show a low positive 
       correlation (linear 

       relationship) between EVA and 

       stock price.
	Rejected
	
    Due to lack of significant correlation. 

    Besides, a negative, not significant,
    correlation was found between EVA and 
    stock price. The R- square for EVA was just  

    11,9% (13,9% for EVA adjusted) which 
    means that the change in stock price is 
    caused for 88,1% (86,1%) by other factors 
    than EVA.

	H8:  Pharmaceutical branch will 
        show a medium-high positive 
        correlation (linear 
        relationship) between EVA 

        and stock price.
	Rejected
	

	H9:  Electronic equipment branch 
        will show a high positive 
        correlation (linear 
        relationship) between EVA 

        and stock price.
	Rejected
	


	Tested hypotheses
	Judgement
	Reason

	Summarizing hypotheses

H10: There are differences in 

         predictability of SHV based 
         on EPS (diluted) between 
         branches.
	Accepted 
	    For the food industry, a significant positive relationship is found between EPS (diluted) and stcok price. This relationship is significantly higher than for the pharmaceutical industry and electronics industry. 

	H11: There are differences in 

         predictability of SHV based 
         on EVA between branches.
	Rejected
	    

    No significant correlation is found between 
    the variable branch and predictability of 
    stock price.

	H12: There are differences in 

         predictability of SHV based 
         on EVA adjusted between 
         branches.
	Rejected
	



The hypothesis related to the expected influence of control variables on the correlation between the accounting measures and stock prices are tested by the use of the Spearman correlation test. The result of this test is provided in the next table:
	Tested hypotheses
	Judgement
	Reason

	Organizational level hypotheses (control variables)

H1:  The higher the leverage, the 
        lower the positive correlation 
        between EVA and stock price.
	Rejected
	
None of the coefficients in any of the four

regression models (related to EVA (adjusted) and EPS (diluted) and stock price) is found significant in the Spearman correlation test.

	H2: The higher the leverage, the 
       higher the correlation 
       between EPS and Stock price.
	Rejected
	

	H3: The higher the risk, the more  

       positive correlation between 

       EVA and Stock price is 

       expected.
	Rejected
	

	H4: The larger amount of expensed 

       intangibles, the higher 
       correlation between EVA and 
       stock price.
	Rejected
	

	H5: The more efficient received 
       sales growth in indicate a 

       stronger positive relationship 

       between EVA and Stock price.
	Rejected
	


Finally, the R-squares are compared between the variables, which explains what percentage of the dependent variable is explained by the independent variable. In the next table it is summarized if the different independent variables have a significant influence on the predictability of the stock price and the R-squares are provided:

	Measure of SHV:
	Significant influence on stock price (SHV)?
	R-square

	EPS
	Yes
	32,3%

	EPS diluted
	Yes
	32,3%

	EVA
	No
	11,9%

	EVA adjusted
	No
	13,6%


It can be concluded that EVA and EVA adjusted are not better in predicting the stock price (SHV) as supporters of EVA pretend, but the following remark has to be made: not all the needed information to make adjustments to calculate the EVA adjusted are available in annual reports, for example marketing costs are not provided separately but incorporated in marketing, administrative and general expenses. Consequence is that not all the necessary adjustments have been made. This might influence the test results in this conducted research, like explained in paragraph 5.5 validity issues. Due to limited budget and time, validity of constructs EVA and EVA adjusted is lower than for EPS and EPS diluted. 


Final conclusion and recommendations
The main question of this thesis was stated at:

“Are there differences between branches in the predictability of stock prices (shareholders value), based on shareholder value performance measures?”

and more concrete: 

“Is there a positive linear relationship between the industry measures of SHV and the changes in stock prices?” 

The answer to the first main question has to be divided into two parts. First, significant differences are found between branches in the correlation between EPS (diluted) and stock price. The food producer branch showed a significantly higher correlation than the pharmaceutical and electronic equipment branch. Secondly, no significant difference between branches is found in the predictability of stock prices based on EVA (adjusted). Thus, for EVA the branch is not a factor that influences the effectiveness of EVA use.
Besides, the Spearman correlation test showed that the control variables used in this research: risk, expensed intangibles as a portion of total capital, and sales growth as % of capital expenditures, did not influence the correlation between the performance measures of shareholders value and stock price. Thus, also these control variables do not seem to influence the decision for adopting one of the two kind of performance measures of SHV.
The answer to the second main question related to the fact if there is a positive linear relationship between the industry measures of SHV and the changes in stock prices has to be divided in two parts. First, for the measures of SHV EPS and EPS diluted it can be concluded that a high positive correlation is found between EPS (diluted) and predictability of stock prices, when looking at the standardized coefficients. The related R-square is 32,3%, which indicates that EPS (diluted) explains 32,3% of the stock price (dependent variable), thus still 67,7% is determined by other unknown factors. 
Secondly, for the measures of SHV EVA and EVA adjusted lack of significant correlation exists between EVA (adjusted) and stock price. Besides, a negative correlation between EVA (adjusted) and stock prices is found, when looking at the standardized coefficients, although this coefficient is not significant. This might mean that besides EVA as a performance measure (a lot of) other factors, for example expectations about the future, fraud by (top) management or other negative information about a company, play an important role in the development of stock prices. Looking at a R-square of just 11,9% it is confirmed that the change in stock price is determined for 88,1% by other factors than EVA, which might cause this negative development of the stock price, while having an increasing EVA. The answer to the second main question for EVA (adjusted) is therefore negative. One remark that has to be made is that it is possible that a time lag should be incorporated in the research. In this research the change in stock price is determined for the year in which EVA is calculated. Perhaps, the influence of a calculated EVA will be visible one or more years after the year of calculating EVA (delayed effect). Besides, not all the needed information to make adjustments to calculate the EVA adjusted are available in annual reports, for example marketing costs are not provided separately but incorporated in marketing, administrative and general expenses. Consequence is that not all the necessary adjustments have been made. This might influence the test results in this conducted research, like explained in paragraph 5.5 validity issues. Due to limited budget and time, validity of the constructs EVA and EVA adjusted is lower than for EPS and EPS diluted. 

The R-square for EVA and EVA adjusted were 11,9% and 13,6%, which is substantially lower than for EPS (diluted). The change in time period, 2003 till 2007, compared to the time period 1983 till 1993, for which Biddle et al (1996) conducted the research did not change much in the test results. Biddle et al found a R-square of 6,5% for EVA compared to a R-square of 11,9% in this research. It improved a little, but still the earnings (EPS) are superior in predicting stock prices (SHV). It has to be noticed that in the research conducted for this thesis no distinction is  made for adaptors and non adaptors of EVA, while this might influence the test results. R-square for adopters might become higher than 11,9%. This might be subject for further research. 
Biddle et al also tested the incremental value of EVA specific adjustments in predicting stock returns. Their result was that these adjustments did not provide economically significant incremental informational value. When looking at the test results of the for this thesis conducted research, EVA and EVA adjusted, do not provide more information on the predictability of stock prices (SHV) than EPS does. The extra adjustments made to calculate EVA adjusted compared to the obtained EVA in Thomson One Banker database did not provide significant different test results and thus no extra information content. But, also here the following remark has to be made: not all the needed information to make adjustments to calculate the EVA adjusted are available in annual reports, for example marketing costs are not provided separately but incorporated in marketing, administrative and general expenses. Consequence is that not all the necessary adjustments have been made, which might have decreased the validity of the EVA adjusted measure in this research. 
Below some remarks are made related to the findings of this research.
Time period of this research
One might ask if the time period of 5 years for which this research is conducted is to short to judge about the effectiveness of EVA or EVA adjusted. While EVA is a management tool for controlling the business it might be clear that if a measure like this needs more than 5 years to prove itself, it might be a long time span for companies and what to judge during the years if it is not providing the extra SHV as it pretends to?

EVA as a single period measure

Like cited in paragraph 3.3:

“EVA, as a single-period measure, may be one of the better ways of representing what a company achieved in the past but falls short in quantifying what the expectations are for the future” – Michael J. Mauboussing, CS First Boston (1994) (Martin et al (2000)).
It might be concluded from the test results that EVA as a single period measure, indeed falls short in quantifying expectations for the future. After all, it is the market value added that counts, which can be achieved by increasing the return on capital. An individual EVA does not capture the investor’s perception about management’s ability to generate positive EVAs in future years. Thus, it is the present value of the future EVAs that determine firm’s market value (market value added). Being described as the difference between a company’s market value and the invested capital, it is the premium the market awards a company over and above the money investors have put into it, based on the market expectation’s of future EVAs. The single period EVA thus provides information about the past. Wasn’t this a disadvantage of traditional accounting measures that EVA was adopting to?
EVA really new?

When looking at the time-consuming calculations and the found test results, one might ask if the EVA or EVA adjusted is the right tool for management to use to control the business and if this is a really new concept. In appendix 5 “Value drivers the key to an economic road map” is provided. Looking at the value drivers: revenues, operating margin, taxes, working capital, capital expenditures cost of capital, it can be concluded that most of these value drivers might be judged by traditional accounting measures. The biggest difference is the fact that the economic road map explains what operational drivers influences the financial value drivers. If employees/management of an organization are/is aware of this, actions can be changed to create value. Thus, not only the EVA itself realizes this. 
One of the problems with the EVA measure was understandability. The measure itself does not solve anything, but the thinking behind the marks and what creates value does.
For top management, behaviour in creating value can also be realized by providing options to (top)management. Perhaps for further research differences in creating SHV between companies who’s top management is rewarded by options versus top management who obtain bonuses based on EVA can be investigated. 

Adding some actions to “old” traditional measures, might overcome the disadvantages of traditional accounting measure, for example:
Cost of capital, one of the value drivers, is not fully incorporated within traditional accounting measures, as only costs of debt are incorporated. The costs of equity might be incorporated in the investment decision making, when using the net present value-method (NPV) for all new investments, where only investments with a NPV from at least zero are taken into account, as these are suppose to create value for the organisation. In this manner, cost of equity can be incorporated in decision making.
Besides, managing cash flows (cash flow from operation (see appendix 5)) is also an important aspect for controlling a business and creating value. When using an adjustment for inflation, gross investment, off balance sheet investments and FIFO/LIFO reserves, in judging cash flows improves decision making within a company and prevents managers from not making necessary investments to keep a high return on investment (ROI), while new investments might increase efficiency and might add value to a company. This reduces time in making all necessary adjustments needed to calculate EVA, but overcomes some of the disadvantages of traditional accounting measures. 

Possible reasons for not adopting EVA

VBMS measures should make internationally interesting comparisons possible as one of the advantages described, because it overcomes the problem of differences in GAAP which disturbs comparability. These comparisons might be interesting within a multinational company when the information system is able to provide the necessary calculations, but to make comparisons with (inter)national competitors this measure is less useful, as this information is not provided, which often creates lack of information publicly available (as decreased construct validity in this research). Besides calculations are very time consuming and difficult to make. 
EVA also does not overcome the disadvantage of accuracy problems, because bias by management is still possible just as with accounting numbers. 
Finally, it is very expensive to obtain the EVA calculations and looking at the found R-square and that there is no significant correlation between EVA and stock price one might ask if an investment is worth it.

These examples might make clear that EVA alone is not the best way of decision making and is a time-consuming task. When combining this knowledge with the test results it can be concluded that it is not in the best interest of a company to manage on EVA as this measure does not show a significant correlation with predictability of SHV within companies, however the value drivers are important factors to manage and to keep running an efficient and successful business. Thus, not all aspects of VBMS are worthless. Some aspects can be incorporated within an existing measurement/control tool.

Suggestions for further research

When a sufficient budget and time is available for research, data can be bought from Stern Stewart & Co, which might increase construct validity and will provide information on incremental information value of EVA (specific adjustments) and might show higher predictability of SHV based on the Stern Stewart & Co provided data. Stern Stewart & Co sometimes make up to 160 adjustments per company, which might add a lot of incremental information value. 

In further research a distinction can be made between adaptors and non adaptors of EVA to obtain more clear test results and might include research to provide insight in the fact if VBMS affects behaviour of adaptors. 
Besides, further research can be done to investigate differences in the creation of SHV between companies that reward their top management with options versus companies that reward their top management with bonuses based on EVA. 
Finally, the impact of the kind of strategy on the use of EVA and therefore on the predictability of SHV can be incorporated into a research.
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APPENDIX 1 Level of VBM-use per sector

	
	Sector
	N
	N
	%

	DA
	Production of Food- and stimulants
	15
	10
	66,7

	DB
	Production of textile and textile products
	5
	2
	40,0

	DC
	Production of leather and leather products
	3
	-
	-

	DD
	Wood industry and production of articles of wood, cork, reed and wattle-work
	8
	3
	37,5

	DE
	Production of paper, cardboard, publishers and printers
	22
	10
	45,5

	DF
	Petroleum and coal processing industry
	0
	0
	0

	DG
	Production of chemical products
	16
	7
	43,8

	DH
	Production of rubber and synthetic materials
	14
	6
	42,9

	DI
	Production of glass, pottery, cement, lime and plaster products 
	11
	3
	27,3

	DJ
	Production of metals in primary form and metal products
	34
	11
	32,4

	DK
	Production of machinery 
	42
	12
	28,6

	DL
	Production of electronic and optical equipment and instruments
	12
	6
	50,0

	DM
	Production of transportation vehicles 
	10
	4
	40,0

	DN
	Production of furniture and other goods
	7
	3
	42,9

	
	
	
	
	

	Anonymous
	
	12
	2
	16,7

	Total
	
	211
	79
	37,4


Source: Schoute, M. en P.C.M. Claes (2005), “Het gebruik van VBM in middelgrote Nederlandse productiebedrijven”, Maandblad voor Accountancy en Bedrijfseconomie, vol. 79, pag. 213
APPENDIX 2 Example: Effect on shareprice of 1 percent favorable change in value drivers
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 Source: Dr. Andrew Black, Philip Wright and John Davies (2nd edition, 2001), “In search of shareholder value – managing the dirvers of performance”, second edition, pag. 70

APPENDIX 3 Accounting profit can vary from country to country

	
	Most likely net profit *
	Maximum net profit *
	Minimum net profit *

	Belgium
	135
	193
	90

	Germany
	133
	140
	27

	Spain
	131
	192
	121

	France
	149
	160
	121

	Italy
	174
	193
	167

	Netherlands
	140
	156
	76

	United Kingdom
	192
	194
	171


* Currency in euro 

These figures are compiled as part of a management training exercise in the early 1990s. Managers were asked to disclose a profits figure using their own local accounting conventions out of a basic set of data about a company.

Most important findings:

1. Large ranges between countries in profit, for example Germany has a minimum net profit of 27 and the United Kingdom a minimum profit of 171.

2. Large range within countries in profit, for example German managers and analysts calculated profits ranged from 27 till 140.

Source: Dr. Andrew Black, Philip Wright and John Davies, “In search of shareholder value – managing the drivers of performance”, second edition, chapter 4. This source refers to Henley Management College as being the source of this table.



APPENDIX 4 Adjustments related to EVA 


	NOPAT
	CAPITAL

	Income available for common stockholders
	Common equity

	+ Interest expense after taxes
	+ Interest bearing debt

	+ Implied interest expense on non capitalized leases after taxes*
	+ Present value of non capitalized leases

	- Interest and other passive investment income after taxes
	+ Capitalized leases

	+ Preferred dividend
	- Marketable securities and construction in   

  progress

	+ Minority interest provision
	+ Preferred stock

	+ Changes in equity equivalents:
	+ Minority interest

	     Increase in deferred tax income
	+ Equity equivalents:

	     Increase in LIFO reserve
	      Deferred tax reserve

	     Goodwill amortization **
	      LIFO reserve

	     Increase in bad debt reserve
	      Bad debt reserve

	     Increase in (net) cumulative expensed 

     intangibles e.g., R&D and product 

     development
	      Cumulative goodwill amortization **

	     Unusual loss (gain) after taxes
	      Unrecorded goodwill

	     Increase in other reserves, such as   

     inventory obsolescence, warranties, 

     deferred income
	      (Net) cumulative expensed intangibles,   

      e.g., R&D and product development

	
	      Cumulative unusual loss (gain)

	
	      Other reserves, such as for inventory 

      obsolescence, warranties, 

      deferred income

	= NOPAT
	  = CAPITAL


*: Imputed interest as if the total noncancelable lease payments were capitalized.
** In EVA adjusted in 2001 the goodwill amortization, if this was applicable, was added back to the NOPAT and the accumulated Goodwill amortization was added back to the book value of Goodwill on the balance sheet. This difference is not applicable after 2001 anymore, due to the fact that goodwill impairment replaced goodwill amortization. Goodwill impairment losses are only taken into account if losses are really realized by decreased value of Goodwill, instead of amortization which was taken into account every year, independent of the fact if there really was a decrease in value of Goodwill. Goodwill impairment therefore means a realized loss for equity providers instead of amortization in earlier years and therefore no adjustment is needed anymore.


Source: John. D. Martin and J. William Petty, “Value Based Management: The corporate response to the shareholder revolution”, chapter 5 Pick a name, any name: economic profit, residual income, or Economic Value added, pages 92-93

APPENDIX 5 Value drivers the key to an Economic Road Map 
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Black et al (2001) described seven value drivers to create SHV, which are: 

Return

1. Cash profit margin (EBITDA – Earnings Before Interest Tax Depreciation and Amortization)

2. Cash tax rate

To grow the business

3. Sales growth (or turnover growth)

4. Working capital

5. Capital expenditure (or fixed capital)

Risk

6. WACC (risk- and inflation adjusted weighted average cost of capital)

7. Competitive advantage period

In the above given road map these value drivers, being mostly financial drivers, are provided. On the left side of the road map business-specific operational measures are mentioned which are expected to influence the financial value drivers and herewith the business unit value (=SHV). Thus, the SHV model provides a way to translate business-specific measures into their anticipated effect on the financial value drivers, providing a clear linkage between the operational and financial value drivers.
Source: John. D. Martin and J. William Petty, “Value Based Management: The corporate response to the shareholder revolution”, chapter 4 Free cash flow valuation: The foundation of Value Based Management ( page 69)

APPENDIX 6 CFROI adjustments based on BCG

To calculate the Cash Flow Return on Investment it is important to make adjustments to calculate the:

1) Current Dollar gross investment

2) Current Dollar gross cash flow

By making the below explained adjustments the right return on investment is available to compare to the weighted average cost of capital of the company to find out if the company is creating or destroying shareholders value.

AD 1: Current Dollar investment

	Calculation
	Reason for adjustment

	Net working capital (current assets less non-interest-bearing liabilities)
	Reason for subtracting non-interest-bearing liabilities is the fact that the investment paid by equity and interest-bearing-liabilities will remain. The then calculated CFROI can be compared to the WACC to conclude if the company is creating value by earning a higher return on investment than the WACC, which represent the costs made for the investment.

	+ Net fixed assets
	

	+ Accumulated depreciation, depletion and amortization1
	Convert to a cash basis.

	+ Gross plant current dollar adjustment
	Restate (“inflate”) historical investments to today’s dollars.

	+ Capitalized value of lease payments
	Neutralize the effects of rent/buy decisions. The operating profit is realized by the use of on balance sheet as well as off balance sheet assets (operational lease). If the off balance sheet assets were not included in the CFROI calculation the CFROI would be too high and not good comparable to the WACC.

	- Other nondebt, noncurrent liabilities (e.g. deferred taxes)
	This is necessary to calculate the investment base which is paid with equity and interest bearing debt.

	- Other nondebt, noncurrent dollar adjustments
	Restate (“inflate”) historical deferred taxes to today’s dollars.

	+ LIFO inventory reserve2
	Reverse LIFO inventory effect.



AD 2: Current Dollar gross cash flow
	Calculation
	Reason for adjustment

	After-tax net income before minority interest, extraordinary items, and discontinued operations (NOPAT)
	Using the operating profit as a basis to calculate the operating cash flow, shows what return on investment is realized by the investments which are paid with equity and interest-bearing debt.

	+ Depreciation (and other noncash charges)
	Convert to cash basis.

	+ After-corporate-tax interest expense (including interest on leases)
	Neutralize for financing decisions.

	+ Monetary holding gain or loss
	Inflation charge on net monetary assets.

	+ FIFO profit2
	Inflation charge for using FIFO accounting.


1Removing age bias

By adding the accumulated depreciation etcetera the gross investment in fixed assets is calculated. If net fixed assets would be used in the CFROI calculation the CFROI would increase over time due to depreciation of the assets and therefore an automatically lower asset base in the CFROI calculation. To eliminate the age bias the accumulated depreciation will be added back to the net-fixed assets. 

2LIFO Reserve and FIFO inventories

FIFO stands for First in, First out. This means that the value of the oldest inventory in stock is used to determine the cost of goods sold. The used value for the cost of goods sold is too low due to inflation occurred in the period till the sale. The difference between the higher for inflation corrected cost of goods sold and the posted cost of goods sold in the Accounting system will be adjusted in the cash flow calculation.

LIFO stands for Last in, First out.  This means that the inventory in stock on the balance sheet is valued against the value of the oldest inventory in stock, which is usually too low due to not for inflation corrected value. The LIFO valued inventory will therefore be adjusted for the difference between the LIFO value and the value of inventory including effect of inflation.
Goodwill
BCG states that goodwill should not be incorporated in the calculation of CFROI. They state this for the same reason as mentioned under age bias. By not including the goodwill will show a more consistent CFROI over time, otherwise the CFROI would increase over time due to amortization of goodwill. From 2002 and further goodwill is no longer amortized.
Source: John D. Martin, J. William Petty (2000),”Value Based Management: The corporate response to the Shareholder Revolution”, Harvard Business School Press, Boston


APPENDIX 7 Excel calculations related to EVA, control variables and SPSS findings ( CD-ROM)
The provided calculations are available in digital version on the CD provided with this thesis.

The CD contains the following specifications:

A] SPSS import

B] Basic information per branch (EVA, EVA adjusted, EPS, 

          EPS diluted, Stock price over the years 2003-2007 in US 

          dollars)

C1] EVA calculation manual – Food producers

C2] EVA calculation manual – Pharmaceuticals

C3] EVA calculation manual – Electronic equipment 

D] Weighted average cost of capital per branch

E] Control variables (averages and in detail – per branch)

F] Expensed intangibles in portion of total capital -  

     Calculation

G] SPSS Output



Hier plak ik de cd-rom


Appendix 8 Summary of SPSS output
Medians

In the next tables the medians are visible, which are calculated with the use of SPSS. 

Explanation:

Branch 1 = electronic equipment

Branch 2 = food producers

Branch 3 = pharmaceuticals

	
	
	LEV

	
	
	Count
	Median

	BRANCH
	1
	40
	42,029150

	
	2
	40
	113,228310

	
	3
	40
	38,005140


	
	
	RISK

	
	
	Count
	Median

	BRANCH
	1
	40
	,98760

	
	2
	40
	,60015

	
	3
	40
	,73797


	
	
	INTANG

	
	
	Count
	Median

	BRANCH
	1
	40
	5,07292888367E1

	
	2
	40
	4,44999870524E1

	
	3
	40
	1,09728550249E1


	
	
	SALESGROWTH

	
	
	Count
	Median

	BRANCH
	1
	40
	11,99288350

	
	2
	40
	5,96938500

	
	3
	40
	8,63823750


	
	
	WC%TC

	
	
	Count
	Median

	BRANCH
	1
	40
	17,0775350

	
	2
	40
	8,2849250

	
	3
	40
	32,6140300


	
	
	CAPEXP

	
	
	Count
	Median

	BRANCH
	1
	40
	2,1937100

	
	2
	40
	3,4050750

	
	3
	40
	4,6045900


	
	
	SALESGR/CAPEXP

	
	
	Count
	Median

	BRANCH
	1
	40
	4,596800881012E2

	
	2
	40
	1,794248727445E2

	
	3
	40
	1,572170126395E2


	
	
	SALESGR/WC%TC

	
	
	Count
	Median

	BRANCH
	1
	40
	6,287088259849E1

	
	2
	40
	1,733452456752E1

	
	3
	40
	2,834249387899E1


	
	
	PORTEXPINTANG

	
	
	Count
	Median

	BRANCH
	1
	40
	0

	
	2
	40
	8

	
	3
	40
	19



Test 1) Kruskal-Wallis test

To statistically test whether those differences in control variables are significant between branches a Kruskal-Wallis test is conducted in SPSS. In this test the nine control variables are used as test variables and the three branches as grouping variables (1= electronic equipment, 2 = Food producers, 3 = Pharmaceuticals). 

The SPSS output of the Kruskal-Wallis test is as follows (see figure 1a and 1b, plus appendix 7: CD- rom):

	Descriptive Statistics

	
	N
	Mean
	Std. Deviation
	Minimum
	Maximum

	LEV
	120
	1,57203646E2
	9,350255653E2
	,000000
	1,028410E4

	RISK
	120
	,8831175
	,53294658
	,21350
	2,95766

	INTANG
	120
	3,4944173311446E1
	2,15072487465861E1
	4,25314026598E-1
	7,43084791468E1

	SALESGROWTH
	120
	1,1377698333E1
	1,45037649183E1
	-56,58279600
	64,01753000

	WC%TC
	120
	2,035482867E1
	2,0650958210E1
	-31,7708900
	71,8991000

	CAPEXP
	120
	4,231737667
	3,0010866810E0
	,5848600
	19,2034300

	SALESGR/CAPEXP
	120
	4,25209698136876E2
	8,271837266264165E2
	-1,403652988879E3
	5,906726780099E3

	SALESGR/WC%TC
	120
	-5,36450373991739E1
	1,172479245773479E3
	-1,258559175851E4
	9,439637547501E2

	PORTEXPINTANG
	120
	10,24
	9,769
	0
	41

	BRANCH
	120
	2,00
	,820
	1
	3


Figure 1a SPSS Output Kruskal-Wallis test control variables: descriptive statistics

	Test Statisticsa,b

	
	LEV
	RISK
	INTANG
	SALESGROWTH
	WC%TC
	CAPEXP
	SALESGR/CAPEXP
	SALESGR/WC%TC
	PORTEXPINTANG

	Chi-Square
	42,433
	21,135
	36,630
	6,099
	33,511
	14,835
	15,516
	9,575
	96,132

	Df
	2
	2
	2
	2
	2
	2
	2
	2
	2

	Asymp. Sig.
	,000
	,000
	,000
	,047
	,000
	,001
	,000
	,008
	,000

	a. Kruskal Wallis Test

	b. Grouping Variable: BRANCH


Figure 1b SPSS Output Kruskal-Wallis test control variables: test statistics

Test 2) Mann Whithey U-test

Summarizing table of Mann Whitney U-test

	Branche comparison
	Leverage
	Beta (Risk)
	Intangibles
	Sales 

growth
	Working capital as % of Total capital
	Capital expendi-tures
	Sales growth as % of capital expenditures
	Sales growth/working capital as % of total capital
	Portion expensed intangibles of total capital

	Electronic equipment versus Food producers
	Electr:

26,23

Food:

54,78

F > E**
	Electr:

49,88

Food:

31,13

E > F**
	E = F
	Electr:

46,73

Food:

34,28

E > F*
	Electr:

49,53

Food:

31,48

E > F**
	Electr.:

34,48

Food:

46,53

F > E*
	Electr.:

48,58

Food:

32,43

 E > F**
	Electr.:

45,90

Food:

35,10

E > F*
	Electr.:

21,33

Food:

59,68

E < F**

	Food producers versus pharmaceuticals
	Food:

55,33

Pharma

25,68

F > P**
	F = P
	Food:

53,88

Pharma

27,13

F > P**
	F = P
	Food:

26,90

Pharma

54,10

F < P**
	Food:

35,30

Pharma

45,70

F < P*
	F = P
	F = P
	Food:

23,70

Pharma

57,30

     F < P**

	Pharmaceuticals versus electronic equipment
	E = P
	Electr:

51,13

Pharma

29,88

E > P**
	Electr:

54,08

Pharma

26,93

 E > P**
	E = P
	Electr:

31,70

Pharma

49,30

 E < P**
	Electr:

31,15

Pharma

49,85

 E < P**
	Electr:

49,85

Pharma

31,15

 E > P**
	Electr:

48,95

Pharma

32,05

 E > P**
	Electr:

20,5

Pharma

60,5

 E < P**


** P < .01

* P < .05

A) Comparison between Electronic equipment and Food producers branch

	Ranks

	
	BRANCH
	N
	Mean Rank
	Sum of Ranks

	LEV
	1
	40
	26,23
	1049,00

	
	2
	40
	54,78
	2191,00

	
	Total
	80
	
	

	RISK
	1
	40
	49,88
	1995,00

	
	2
	40
	31,13
	1245,00

	
	Total
	80
	
	

	INTANG
	1
	40
	43,45
	1738,00

	
	2
	40
	37,55
	1502,00

	
	Total
	80
	
	

	SALESGROWTH
	1
	40
	46,73
	1869,00

	
	2
	40
	34,28
	1371,00

	
	Total
	80
	
	

	WC%TC
	1
	40
	49,53
	1981,00

	
	2
	40
	31,48
	1259,00

	
	Total
	80
	
	

	CAPEXP
	1
	40
	34,48
	1379,00

	
	2
	40
	46,53
	1861,00

	
	Total
	80
	
	

	SALESGR/CAPEXP
	1
	40
	48,58
	1943,00

	
	2
	40
	32,43
	1297,00

	
	Total
	80
	
	

	SALESGR/WC%TC
	1
	40
	45,90
	1836,00

	
	2
	40
	35,10
	1404,00

	
	Total
	80
	
	

	PORTEXPINTANG
	1
	40
	21,33
	853,00

	
	2
	40
	59,68
	2387,00

	
	Total
	80
	
	


	Test Statisticsa

	
	LEV
	RISK
	INTANG
	SALESGROWTH
	WC%TC
	CAPEXP
	SALESGR/CAPEXP
	SALESGR/WC%TC
	PORTEXPINTANG

	Mann-Whitney U
	229,000
	425,000
	682,000
	551,000
	439,000
	559,000
	477,000
	584,000
	33,000

	Wilcoxon W
	1049,000
	1245,000
	1502,000
	1371,000
	1259,000
	1379,000
	1297,000
	1404,000
	853,000

	Z
	-5,494
	-3,615
	-1,135
	-2,396
	-3,474
	-2,319
	-3,108
	-2,078
	-7,439

	Asymp. Sig. (2-tailed)
	,000
	,000
	,256
	,017
	,001
	,020
	,002
	,038
	,000

	a. Grouping Variable: BRANCH


B) Comparison between Food producers and pharmaceuticals branch

	Ranks

	
	BRANCH
	N
	Mean Rank
	Sum of Ranks

	LEV
	2
	40
	55,33
	2213,00

	
	3
	40
	25,68
	1027,00

	
	Total
	80
	
	

	RISK
	2
	40
	35,50
	1420,00

	
	3
	40
	45,50
	1820,00

	
	Total
	80
	
	

	INTANG
	2
	40
	53,88
	2155,00

	
	3
	40
	27,13
	1085,00

	
	Total
	80
	
	

	SALESGROWTH
	2
	40
	39,73
	1589,00

	
	3
	40
	41,28
	1651,00

	
	Total
	80
	
	

	WC%TC
	2
	40
	26,90
	1076,00

	
	3
	40
	54,10
	2164,00

	
	Total
	80
	
	

	CAPEXP
	2
	40
	35,30
	1412,00

	
	3
	40
	45,70
	1828,00

	
	Total
	80
	
	

	SALESGR/CAPEXP
	2
	40
	42,50
	1700,00

	
	3
	40
	38,50
	1540,00

	
	Total
	80
	
	


	
	BRANCH
	N
	Mean Rank
	Sum of Ranks

	SALESGR/WC%TC
	2
	40
	39,95
	1598,00

	
	3
	40
	41,05
	1642,00

	
	Total
	80
	
	

	PORTEXPINTANG
	2
	40
	23,70
	948,00

	
	3
	40
	57,30
	2292,00

	
	Total
	80
	
	


	Test Statisticsa

	
	LEV
	RISK
	INTANG
	SALESGROWTH
	WC%TC
	CAPEXP
	SALESGR/CAPEXP
	SALESGR/WC%TC
	PORTEXPINTANG

	Mann-Whitney U
	207,000
	600,000
	265,000
	769,000
	256,000
	592,000
	720,000
	778,000
	128,000

	Wilcoxon W
	1027,000
	1420,000
	1085,000
	1589,000
	1076,000
	1412,000
	1540,000
	1598,000
	948,000

	Z
	-5,707
	-1,928
	-5,148
	-,298
	-5,235
	-2,001
	-,770
	-,212
	-6,466

	Asymp. Sig. (2-tailed)
	,000
	,054
	,000
	,765
	,000
	,045
	,441
	,832
	,000

	a. Grouping Variable: BRANCH


C) Comparison between Electronic equipment and pharmaceuticals branch

	Ranks

	
	BRANCH
	N
	Mean Rank
	Sum of Ranks

	LEV
	1
	40
	42,78
	1711,00

	
	3
	40
	38,23
	1529,00

	
	Total
	80
	
	

	RISK
	1
	40
	51,13
	2045,00

	
	3
	40
	29,88
	1195,00

	
	Total
	80
	
	

	INTANG
	1
	40
	54,08
	2163,00

	
	3
	40
	26,93
	1077,00

	
	Total
	80
	
	


	
	BRANCH
	N
	Mean Rank
	Sum of Ranks

	SALESGROWTH
	1
	40
	45,23
	1809,00

	
	3
	40
	35,78
	1431,00

	
	Total
	80
	
	

	WC%TC
	1
	40
	31,70
	1268,00

	
	3
	40
	49,30
	1972,00

	
	Total
	80
	
	

	CAPEXP
	1
	40
	31,15
	1246,00

	
	3
	40
	49,85
	1994,00

	
	Total
	80
	
	

	SALESGR/CAPEXP
	1
	40
	49,85
	1994,00

	
	3
	40
	31,15
	1246,00

	
	Total
	80
	
	

	SALESGR/WC%TC
	1
	40
	48,95
	1958,00

	
	3
	40
	32,05
	1282,00

	
	Total
	80
	
	

	PORTEXPINTANG
	1
	40
	20,50
	820,00

	
	3
	40
	60,50
	2420,00

	
	Total
	80
	
	




	Test Statisticsa

	
	LEV
	RISK
	INTANG
	SALESGROWTH
	WC%TC
	CAPEXP
	SALESGR/CAPEXP
	SALESGR/WC%TC
	PORTEXPINTANG

	Mann-Whitney U
	709,000
	375,000
	257,000
	611,000
	448,000
	426,000
	426,000
	462,000
	,000

	Wilcoxon W
	1529,000
	1195,000
	1077,000
	1431,000
	1268,000
	1246,000
	1246,000
	1282,000
	820,000

	Z
	-,876
	-4,097
	-5,225
	-1,819
	-3,387
	-3,599
	-3,599
	-3,252
	-7,759

	Asymp. Sig. (2-tailed)
	,381
	,000
	,000
	,069
	,001
	,000
	,000
	,001
	,000

	a. Grouping Variable: BRANCH


Test 3) Regression analysis Earnings per share and earnings per share diluted
The SPSS output related to Earnings per share (EPS), see figure 3a, shows:

	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	9,964
	3,411
	
	2,921
	,004

	
	% change EPS
	,142
	,030
	,954
	4,770
	,000

	
	ELECTR X   % change in EPS
	-,191
	,033
	-1,093
	-5,843
	,000

	
	PHARMA X % change in EPS
	-,180
	,045
	-,419
	-4,002
	,000

	
	PHARMA
	-5,389
	4,877
	-,101
	-1,105
	,271

	
	ELECTR
	12,392
	4,781
	,234
	2,592
	,011

	a. Dependent Variable: % change in stockprice


Figure 3a SPSS Output EPS

Writing the regression formula for the three branches that best fit the observations in the SPSS import file (See appendix 7 – CD rom):

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,568a
	,323
	,293
	2,113554620319081E1

	a. Predictors: (Constant), ELECTR, ELECTR X   % change in EPS, PHARMA X % change in EPS, PHARMA, % change EPS

	b. Dependent Variable: % change in stockprice


Earnings per share diluted

The SPSS output related to Earnings per share (EPS), see figure 3b, shows:

	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	9,964
	3,411
	
	2,921
	,004

	
	ELECTR
	12,394
	4,780
	,234
	2,593
	,011

	
	PHARMA
	-5,389
	4,876
	-,101
	-1,105
	,271

	
	PHARMA X % change in EPS diluted
	-,180
	,045
	-,419
	-4,002
	,000

	
	% change EPS diluted
	,142
	,030
	,954
	4,770
	,000

	
	ELECTR X   % change in EPS diluted
	-,191
	,033
	-1,093
	-5,844
	,000

	a. Dependent Variable: % change in stockprice


Figure 3b  SPSS output EPS diluted

Writing the regression formula for the three branches that best fit the observations in the SPSS import file (See appendix 7 – CD rom):


Test 4) Regression analysis EVA
The SPSS output related to EVA (see also appendix 7 – CD rom), see figure 4a, shows:

	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	23,948
	3,909
	
	6,126
	,000

	
	% change EVA
	-,010
	,011
	-,787
	-,884
	,378

	
	PHARMA X % change in EVA
	,009
	,011
	,673
	,759
	,449

	
	FOOD X % change in EVA
	,000
	,020
	-,003
	-,030
	,976

	
	PHARMA
	-20,888
	5,571
	-,390
	-3,749
	,000

	
	FOOD
	-10,479
	5,473
	-,198
	-1,915
	,058

	a. Dependent Variable: % change in stockprice


Figure 4a SPSS output EVA

Writing the regression formula for the three branches that best fit the observations in the SPSS import file (See appendix 7 – CD rom):

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,345a
	,119
	,080
	2,410868792600015E1

	a. Predictors: (Constant), FOOD, % change EVA, FOOD X % change in EVA, PHARMA, PHARMA X % change in EVA

	b. Dependent Variable: % change in stockprice



Test 5) Regression analysis EVA adjusted

The SPSS output related to EVA-adjusted, see figure 4a, shows:

	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	23,123
	3,810
	
	6,069
	,000

	
	PHARMA
	-18,523
	5,452
	-,346
	-3,397
	,001

	
	FOOD
	-9,182
	5,382
	-,174
	-1,706
	,091

	
	PHARMA X % change in EVA adj
	,011
	,014
	,158
	,777
	,439

	
	FOOD X % change in EVA adj
	,022
	,018
	,148
	1,193
	,235

	
	% change EVA Adj
	-,001
	,013
	-,024
	-,109
	,913

	a. Dependent Variable: % change in stockprice


Figure 5a  SPSS output EVA adjusted

Writing the regression formula for the three branches that best fit the observations in the SPSS import file (See appendix 7 – CD rom):

	Model Summaryb

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	,369a
	,136
	,098
	2,386933370217280E1

	a. Predictors: (Constant), % change EVA Adj, FOOD, FOOD X % change in EVA adj, PHARMA, PHARMA X % change in EVA adj

	b. Dependent Variable: % change in stockprice



Test 6) F-testing EPS and EPS diluted
A F-test is conducted of the joint explanatory power of the intercept and slope of dummy variables, related to the predictability of SHV based on EPS and EPS diluted. The hypotheses for this test are:

H0: δ pharma = δ electr = 0

H1: At least one of the two does not equal zero

In which δ is the difference in predictability of SHV based on the measure EPS, for the non reference branches (Electronic equipment and Pharmaceuticals) compared to the reference branch (Food producers). 
The following table shows the ANOVA for the linear regression analysis when no dummy

is incorporated for variable branch:

	ANOVAb

	Model
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	1
	Regression
	1705,910
	1
	1705,910
	2,741
	,100a

	
	Residual
	72184,367
	116
	622,279
	
	

	
	Total
	73890,277
	117
	
	
	

	a. Predictors: (Constant), % change EPS

	b. Dependent Variable: % change in stockprice


Figure 6a  ANOVA EPS without a dummy variable branch

The following table shows the ANOVA for the linear regression analysis when a dummy

is incorporated for branch.

	ANOVAb

	Model
	Sum of Squares
	df
	Mean Square
	F
	Sig.

	1
	Regression
	23858,610
	5
	4771,722
	10,682
	,000a

	
	Residual
	50031,667
	112
	446,711
	
	

	
	Total
	73890,277
	117
	
	
	

	a. Predictors: (Constant), ELECTR, ELECTR X   % change in EPS, PHARMA X % change in EPS, PHARMA, % change EPS

	b. Dependent Variable: % change in stockprice


Figure 6b  ANOVA EPS with a dummy variable branch

Using the above figures makes it possible to calculate the F-value (F(4,117)):

F (4,117)  = (72,184,367 -/- 50,0031,667)/4 = 5,538.18 =  12,96



50,0031,667/117

      427,38

F (4,117) critical with 0,1% significance level = 5,02 

Thus H0 is being rejected, which means that the dummy variables do provide joint explanatory power of the intercept and slope. This is not a surprise as we know from the conducted T-test that δ pharma or δ electr are significantly different from zero.

For EPS diluted F (4,117) is 12,95 and F-critical remains the same, which ends in the same conclusion as drawn for EPS (see CD-rom for SPSS output Appendix 7).

Test 7) F-testing EVA and EVA adjusted
A F-test is conducted of the joint explanatory power of the intercept and slope of dummy variables, related to the predictability of SHV based on EVA adjusted and EVA. The hypotheses for this test are:

H0: δ pharma = δ food = 0

H1: At least one of the two does not equal zero

The following table shows the ANOVA for the linear regression analysis when no dummy

is incorporated for branch.

	ANOVAb

	Model
	Sum of Squares
	Df
	Mean Square
	F
	Sig.

	1
	Regression
	2241,386
	1
	2241,386
	3,629
	,059a

	
	Residual
	71648,891
	116
	617,663
	
	

	
	Total
	73890,277
	117
	
	
	

	a. Predictors: (Constant), % change EVA Adj

	b. Dependent Variable: % change in stockprice


Figure 7a  ANOVA EVA adjusted without dummy variable

The following table shows the ANOVA for the linear regression analysis when a dummy

is incorporated for branch.

	ANOVAb

	Model
	Sum of Squares
	Df
	Mean Square
	F
	Sig.

	1
	Regression
	10078,827
	5
	2015,765
	3,538
	,005a

	
	Residual
	63811,450
	112
	569,745
	
	

	
	Total
	73890,277
	117
	
	
	

	a. Predictors: (Constant), % change EVA Adj, FOOD, FOOD X % change in EVA adj, PHARMA, PHARMA X % change in EVA adj

	b. Dependent Variable: % change in stockprice


Figure 7b ANOVA EVA adjusted with dummy variable


Using the above figures makes it possible to calculate the F-value (F(4,117)):

F (4,117)  = (71,648.891 -/- 63,811.45)/4 = 1,959.36  = 3,59



63,811.45/117


  545.5

F (4,117) critical with 0,1% significance level = 5,02 

Thus H0 is being accepted, which means that the dummy variables do not provide joint explanatory power of the intercept and slope. This is not a surprise as we know from the conducted T-test that δ pharma or δ food are not significantly different from zero.

For EVA F (4,117) is 3,59 and F-critical remains the same, which ends in the same conclusion

as drawn for EVA adjusted (see CD-rom for SPSS output Appendix 7).
Test 8) Regression analysis organizational level hypotheses
	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	13,443
	2,324
	
	5,783
	,000

	
	% change EVA
	,000
	,001
	-,073
	-,788
	,432

	a. Dependent Variable: % change in stockprice


	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	13,770
	2,299
	
	5,989
	,000

	
	% change EPS
	-,023
	,014
	-,152
	-1,656
	,100

	a. Dependent Variable: % change in stockprice
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Figure 4.1 Validity framework
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Fig. 4.2 Sample companies per branch
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ß (beta), Leverage, expensed intangibles, capital expenditure, sales growth, working capital





Concept B


Stock price (SHV)





Operational definition A       


1) EPS (traditional accounting measure)


2) Economic Value Added (EVA) 








Figure 4.1 Overview of control variables





Table 6.2 Test results regression analysis regarding to the correlation between performance measures and stock prices.


              branch





Table 6.1  Medians of control variables per   


              branch and results of Kruskal-Wallis test and Mann Withney U-test





Electronic equipment: 	Stock price =  23,948 -/- 0,010 * EVA 


Food producers:    		Stock price =  23,948 -/- 0,010 * EVA + 0,000 * EVA -/- 10,479 =


						13,469 -/- 0,010 * EVA


Pharmaceuticals:  		Stock price =  23,948 -/- 0,010 * EVA + 0,009 * EV -/- 20,888 =


                                                                      3,060 -/- 0,0001 * EVA








Electronic equipment: 	Stock price =  23,123 -/- 0,001 * EVA 


Food producers:    		Stock price =  23,123 -/- 0,001 * EVA + 0,022 * EVA -/- 9,182 =


						13,941 + 0,02 * EVA


Pharmaceuticals:  		Stock price =  23,123 -/- 0,001 * EVA + 0,011 * EV -/- 18,523 =


                                                                      4,600 + 0,01 * EVA








Operational definition B


Stock price 





Concept A Measures of Shareholders value	





Conceptual





Operational





Fig. 3.1 correlation between stock price and different performance measures





Food producers:    		Stock price = 9,964 + 0,142 * EPS


Pharmaceuticals:  		Stock price = 9,964 + 0,142 * EPS -/- 0,180* EPS -/- 5,389 =


					          4,575 -/- 0,04 * EPS


Electronic equipment: 	Stock price = 9,964 + 0,142 * EPS -/- 0,191 * EPS + 12,392 =


					           22.356 -/- 0,05 * EPS














Food producers:    		Stock price = 9,964 + 0,142 * EPS


Pharmaceuticals:  		Stock price = 9,964 + 0,142 * EPS -/- 0,180* EPS -/- 5,389 =


					          4,575 -/- 0,04 * EPS


Electronic equipment: 	Stock price = 9,964 + 0,142 * EPS -/- 0,191 * EPS + 12,392 =


					           22.356 -/- 0,05 * EPS
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Fig. 2.3 CFROI driver tree
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( “A bull market tends to be associated with increasing investor confidence, motivating investors to buy in anticipation of future price increases and future � HYPERLINK "http://en.wikipedia.org/wiki/Capital_gain" \o "Capital gain" �capital gains�”. (� HYPERLINK "http://en.wikipedia.org/wiki/Market_trends#Bull_market" ��http://en.wikipedia.org/wiki/Market_trends#Bull_market�)





( “A bear market is a steady drop in the stock market over a period of time. It is described as being accompanied by widespread pessimism. Investors anticipating further losses are often motivated to sell, with negative sentiment feeding on itself in a � HYPERLINK "http://en.wikipedia.org/wiki/Virtuous_circle_and_vicious_circle" \o "Virtuous circle and vicious circle" �vicious circle�”. (� HYPERLINK "http://en.wikipedia.org/wiki/Market_trends#Bull_market" ��http://en.wikipedia.org/wiki/Market_trends#Bull_market�)


( Prospector strategy can be defined as “a strategy which is characterized by a high level of product/market   


   innovation” 





( Defender strategy can be defined as “a strategy which is characterized by a low level of product/market   


   innovation” 





1 � HYPERLINK "http://en.wikipedia.org/wiki/Capital_expenditure" ��http://en.wikipedia.org/wiki/Capital_expenditure�, date: 15-12-2008
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