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Summary:

In my master thesis, I am investigating the effect of discretion in the performance evaluation of students on the grades. My thesis is inspired by the paper of Moers (2005). The findings of Moers (2005) were that superiors give more lenient and compressed performance ratings when they have discretion in performance evaluation. In my master thesis I will refer to this as the leniency-proposition and the compression-proposition.

Moers (2005) investigated the effects of discretion in performance evaluation in a company-setting. In my master thesis, I want to investigate if the findings of Moers (2005) remain valid in the university-setting. There are some significant differences between the company-setting and the university-setting: the purpose of the performance evaluation, the rater/ratee-relationship, and the performance that is to be evaluated. 

I have identified twelve factors that may lead to lenient and compressed performance ratings. In the company-setting, those factors may be definitely present, but they are not present in the university-setting. I therefore expect that the leniency- and compression-proposition of Moers (2005) do not hold in the university-setting (i.e. discretion in student-performance evaluation does not lead to leniency and compression of the performance ratings).

I have investigated seven bachelor1-law-exams. Each exam consists of an open questions-part and a MC-questions-part. The type of questions is my measure of discretion: The answer to a MC-question is just right or wrong, so there is no discretion for the evaluator. Open questions on the other hand leave much more room for interpretation of the answer (i.e. the evaluators have some discretion).

For each exam, I have conducted an experiment with a within subjects-design: each student receives two different treatments: the experimental treatment (i.e. discretionary evaluation; in the form of open questions) and the control treatment (i.e. objective evaluation; in the form of MC-questions). For each exam, I have compared the grades on the MC-part of the exam with the grades on the open questions-part of the exam. Ideally, the only difference between the MC-grades and the open-question-grades should be caused by the different treatment (i.e. the discretionary evaluation). But there are also other factors that influence performance (for instance, the difficulty of the questions). In order to take those factors into account, I have identified five potentially influential variables.

The leniency-proposition and the compression-proposition of Moers (2005) are not supported by the empirical results.

Most of the exams show the same pattern: only a small fraction of the students have scored higher on the open questions-part of the exam than on the MC questions-part of the exam. The differences between both parts of the exam are significant. This means that if an arbitrary student makes an exam – similar to the exams I have investigated – then there is a high probability that his MC-grade will be higher than the grade of the open questions.
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Chapter 1: Introduction

My master thesis is based on a paper of Frank Moers (2005): Discretion and bias in performance evaluation: the impact of diversity and subjectivity. Moers (2005) examined the impact of performance measurement diversity and the use of subjective performance measures on performance evaluation bias. This performance evaluation bias can occur in two types: 

· Leniency
: superiors are very generous in evaluating their subordinates

· Compression: superiors insufficiently differentiate among subordinates

The findings of Moers (2005) were that superiors give more lenient and compressed performance ratings when they have discretion in performance evaluation, where discretion is either due to the use of subjectivity per se or the use of multiple objective performance measures. In my master thesis I will refer to this as the leniency-proposition and the compression-proposition. The leniency-proposition is visualized by the following figure:

Figure 1
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The main point of Moers (2005) is that discretion leads to lenient and compressed performance ratings. The main rationale behind this assertion is that discretion can lead to leniency because discretion provides evaluators with an opportunity to be lenient. But an opportunity alone is not enough. Evaluators must also have some reason to be lenient. This reason, coupled with the opportunity (provided by the discretion) may lead to leniency.
Figure 2
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Moers (2005) did not focus on the reasons that evaluators might have to give lenient or compressed performance ratings. He only referred briefly to three psychological studies (Jawahar & Williams, 1997; Milkovich & Newman
, 1993; Prendergast & Topel, 1993).
Moers (2005) investigated the effects of discretion in performance evaluation in a company-setting. This is the setting one usually associates with performance evaluation. Managers periodically evaluate the performance of their subordinates. This is the most obvious type of performance evaluation. I will therefore refer sometimes to the company-setting as the “normal setting”. Perhaps Moers (2005) could afford to ignore the reasons (to be lenient); because in his setting, those reasons may be definitely present:

One of the most important reasons for giving lenient performance ratings is performance appraisal discomfort. This means that evaluators feel uncomfortable giving negative feedback to their subordinates. This is true in the company-setting, in which managers have to give face-to-face-feedback to their subordinates.

Another reason is that giving low, but accurate performance ratings might have some negative consequences. It may be harmful to the rater-ratee-relationship. In the company-setting, the manager lives in a day-to-day relationship with his subordinates, so he has an incentive to avoid the negative consequences associated with low performance ratings.

In other settings, these reasons may not be present. In my opinion, the university-setting is a setting in which the evaluators do not have a reason to give lenient or compressed performance ratings. Students make exams and they are given grades. This is a form of performance evaluation. I will refer to this setting as the university-setting. This setting is very different from the company-setting. For instance, the performance evaluations are not given in a face-to-face-manner; and the teachers do not live in a day-to-day-relationship with the students. In my master thesis, I want to investigate if the findings of Moers (2005) remain valid in the university-setting.
Research question

My research question is therefore as follows:
Does discretion in performance evaluation of students lead to lenient and compressed performance ratings?

Relevance

Every study must be relevant; and this study is no exception. Relevance can be viewed from two perspectives:

· The academic relevance: From an academic viewpoint, a paper should add value to the domain of knowledge. This paper extends the prior research by Moers (2005), because I am applying the research question to a very specific setting, i.e. the evaluation of students. Moers (2005) applied his research question to a “normal” setting: the evaluation of employees in a company. With my research, I hope to find out if the findings of Moers (2005) remain valid in this specific, different setting (the evaluation of students at the university). My own findings will therefore add new knowledge to the domain of knowledge. From an academic perspective, this paper is thus relevant. 

· The practical relevance: The findings of this research should not only add value to the academic field of knowledge, but they should also be useable in practice. In my opinion, this paper may be relevant from this practical viewpoint. For instance: if my findings indicate that discretion leads to compressed performance ratings, then this is something which the university should take into account when developing exams. This is especially true when the university finds it important to distinguish ‘good’ from ‘bad’ students.

Organization of my thesis
This section is organized as follows; In this chapter, I will present the Moers (2005) paper. In chapter 2, I will investigate the reasons that evaluators might have to give lenient or compressed performance ratings. In that chapter, I will also discuss if those reasons apply in the different settings. My hypotheses will be based on the outcomes of that chapter. In chapter 3, I will describe my research design. The empirical research itself will be described in chapter 4.  In chapter 5, I will the empirical findings. The conclusions of my thesis will be given in chapter 6.
Chapter 2: Theoretical overview
2.1 Introduction
In this chapter I will explain several reasons why evaluators give lenient and compressed performance ratings. I have performed a literature-review to ascertain the various factors that might lead to bias in the performance ratings. Most of those factors apply to the ‘normal setting’ (i.e. the setting in which managers evaluate the performance of their subordinates). In this chapter I will discuss whether or not the factors also apply to the university-setting.
The two settings: the company-setting and the university-setting

It is important to explain what I mean with the company-setting and the university-setting. The company-setting is the setting one usually associates with performance evaluation. Managers periodically evaluate the performance of their subordinates.
 This is the most obvious type of performance evaluation. I will therefore refer sometimes to the company-setting as the “normal setting”.

In the university-setting, the students make exams, which are being evaluated by the teachers. So the teachers are the evaluators; and the performances that they have to evaluate are the answers that the students have written on the exams. I realise that several sub-settings can be distinguished within the university-setting: there is a difference between bachelor1-courses and master-seminars. In the master-seminars, interaction between the teacher and the students is possible. This sub-setting can also be called the “university-setting”. However, in my thesis I will refer to the university-setting as the setting in which hundreds of students make exams, and in which the teachers do not know the students personally. Bachelor1-courses are the most prominent example of such a setting.
There are some significant differences between the company-setting and the university-setting:
1. The purpose of the performance evaluation: In the company-setting, performance evaluation is part of a management control system. Employees should act in the organization’s best interest. With their actions, they should contribute to the organization’s goal. The management control system ensures that the employees undertake the right actions.

In the university-setting, performance evaluation has an educational goal. The performance of the students does not contribute to the organization’s main goal (as in the company-setting). The 
performance of the students is being evaluated as a means to test the knowledge and skills that the students should posses after having followed the course.
2. The rater/ratee-relationship: In the company-setting, the superior (usually a manager) evaluates the performance of his subordinates. The manager lives in a day-to-day-relationship with his subordinates. The university-setting is a more anonymous setting. The teachers usually do not know the students personally.
3. The performance that is being evaluated: In the company-setting, the performance that is being evaluated, spans a long period. Employees are evaluated over a certain period, for example one year. In the university-setting, the performance at a very specific moment (i.e. the moment at which the exam took place) is being evaluated.
2.2 The Moers (2005) paper
The study of Moers (2005) took place in the company-setting. Moers (2005) examined the impact of performance measure diversity and the use of subjective performance measures on performance evaluation bias.
In the company-setting, multiple performance measures are used, because they provide more information than just one performance measure. Subjective measures are used, because they usually provide information that is not provided by the objective performance measures. In my thesis I will focus on the effect of subjective performance measures on the performance ratings (and not on the effect of measurement diversity).

Moers (2005) explains why the use of subjective performance measure provides the evaluator with discretion. “Subjective performance measures provide the superior with discretion because no clear performance standards exist for these measures and assessed performance is solely determined by subjective judgments (Moers 2005, page 69-70).”
The main point of Moers (2005) is that discretion gives evaluators the opportunity to be lenient and compressed. Moers does not mention any reason to be lenient. He only refers to three psychological studies. Those studies mention administrative purposes, psychological cost of communicating poor performance, favouritism, and preference for equity in rewards as the primary reasons for leniency and compression (Moers 2005, page 70).
On basis of the above-mentioned theory, Moers explains his hypotheses as follows (Moers 2005, page 70-71):

H1A: Performance measure diversity, with respect to objective performance measures, leads to more lenient performance ratings.

H1B: Subjectivity in performance measurement leads to more lenient performance ratings.

H2A: Performance measure diversity, with respect to objective performance measures, leads to more compressed performance ratings.

H2B: Subjectivity in performance measurement leads to more compressed performance ratings.

The four hypotheses are supported by the data, which means that superiors give more lenient and more compressed performance ratings, when they have discretion in performance evaluation (Moers 2005, page 77).
2.3 Factors that may cause bias

Bias in performance evaluation is a popular topic in several psychology-journals. In 2008 a heated debate took place in the journal Industrial and Organizational Psychology: Perspectives on Science and Practice. An important person in that debate was Murphy. In one of his papers he used a metaphor to illuminate the various ways in which a discrepancy between the performance and the performance ratings can be approached (Murphy 2008 (p. 197-205), page 197):
There is an archer who is shooting several times at a target. Each time he fails to hit the target. There are several explanations why the archer is missing the target. It might be that the archer is not very good. He lacks the ability to hit the target. This is the explanation that the one-factor models provide.
Another possibility is that the archer is not really trying to hit the target. The archer is deliberately missing the target. This explanation is presented by the mediated models.
Leniency and compression are a form of bias. Bias means that the performance ratings do not accurately reflect the actual performance: the archer fails to hit the target. The second explanation offered by the metaphor above (the mediated model: the archer is not really trying to hit the target) is applicable to my research setting. Evaluators have some reason to give lenient and compressed performance ratings. In other words: the archer has some reason not to hit the target. In this section I will discuss the reasons that evaluators might have to (deliberately) miss the target.
Numerous models have been presented to explain a possible discrepancy between the actual performance and the performance ratings. Murphy distinguishes three types of models: the one-factor models, the multi-factor models and the mediated models (Murphy 2008 (p. 148-160), page 151). As I have explained above, the mediated model is the most important model in my research setting, so I will discuss that model in more detail than the other models.
One-factor models
“One-factor models suggest that the relationship between job performance and ratings of job performance is fairly straightforward and direct, but that this relationship is obscured by measurement error (Murphy 2008 (p. 148-160), page 152).”
Figure 3
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Multi-factor models
“Multifactor models suggest that the link between job performance and performance ratings is weak because many of the variables that systematically affect performance ratings (e.g., the rater’s ability to recall relevant behavior, the purpose of ratings in organizations, the rating scales) have little or no relationship with the ratee’s job performance (Murphy 2008 (p. 148-160), page 155).”
Figure 4
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Mediated models

An important mediated model was presented by Murphy and Cleveland in 1991. According to their model, the main explanation for the weak link between the actual performance and the performance ratings, is that evaluators are deliberately biasing the performance ratings. Evaluators are not willing to evaluate the performance of their subordinates accurately, because they see the performance evaluation as a tool to pursue their own goals. According to this model; the bias in performance evaluation is caused by intentional distortions. Evaluators have some reasons to give ratings that do not accurately reflect the true performance of their subordinates. In the words of the metaphor: ‘the archer is not really trying to hit the target’. This complies with the leniency-proposition, because that proposition assumes that evaluators have some reason to give lenient performance ratings. So the mediated model is very important for this section, because in this section I am trying to ascertain the reasons that evaluators might have to give inflated performance ratings.
Figure 5
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In the framework, it can be seen that rater goals and intentions (along with the situational constraints: the system chars and the individual chars) are causing a discrepancy between the performance and the performance rating. The main rationale of the mediated model is very well represented by the following phrase: “In sum, rating inflation is a political strategy employed by supervisors to further their self-interest (Fried, Levi, Ben-David & Tiegs 1999, page 432).”
I am not interested in the measurement error, the system characteristics or the individual characteristics; in this chapter I want to investigate the reasons to be lenient, so I will focus on the “rater goals and intentions”. In the remainder of this chapter, I will present twelve (interrelated) factors that may lead to lenient and compressed performance ratings.
1. Performance appraisal discomfort
One of the most important reasons to be lenient is performance appraisal discomfort. This means that evaluators are uncomfortable giving low performance ratings. In several psychological studies it is found that people generally dislike giving bad news. Tesser and Rosen define this as a reluctance to transmit bad news (Shore & Tashchian 2002, page 262). Evaluators may find it unpleasant to provide their subordinates negative performance feedback, especially if they have to give face-to-face feedback. “Reluctance to give negative feedback is primarily a function of two factors: (a) the negative sign of the feedback, and (b) the face-to-face manner in which the feedback is given (Hobson 1986, page 189).” The implication is that evaluators, who have to give face-to-face feedback, want to change the negative sign of the feedback (i.e. they want to inflate the performance ratings).
Another reason that might explain their reluctance to convey bad news is empathic buffering (Waung & Highhouse 1997, page 38): Managers may empathize with their employees. They live with them in a day-to-day relationship, so they might feel uncomfortable giving their subordinates low performance ratings. In the words of Prendergast and Topel: the psychic costs of communicating poor evaluations to workers can be very high (Prendergast & Topel 1993, page 358).
Performance appraisal discomfort may also lead to a compression of the performance ratings: “Raters who give uniformly high ratings can avoid the potentially unpleasant consequences of assigning high ratings to some subordinates and low ratings to others (Tziner & Murphy 1999, page 409).”
For supervisors who have to evaluate their subordinates, the performance appraisal discomfort can be very high. This is due to two factors: 1) the day-to-day relationship, and 2) the face-to-face-feedback. These two factors are not present in the university-setting:

· The teacher and the students do not live in a day-to-day relationship.

· The teachers place the grades on sin-online, so there is no immediate face-to-face-feedback. While it is possible for students to review the exam, they have to subscribe for that review. The review itself takes places on a rather unpopular time (for example 17:00 in the afternoon). Only then is face-to-face-feedback possible.

Due to the absence of these two factors, it is very unlikely that teacher will feel uncomfortable when giving low grades. The ‘psychic costs of communicating poor evaluations’ are low for teachers. So performance appraisal discomfort will probably not be present in the university-setting. 
2. Administrative purposes

If a performance appraisal has an administrative purpose, then evaluators are inclined to be more lenient. This was already demonstrated in 1951 by the study of Thaylor and Wherry
 (Jawahar & Williams 1997, page 905-906). They found that army officers made more favourable ratings when they were told that the results would be used for administrative purposes (Pasen, Fey, Menges & Rath 1978, page 162). ‘Administrative purposes’ means that the performance ratings are used to make administrative decisions such as pay raises or promotions. The decision whether to fire or retain an employee is also an example of an administrative decision.
The study of Thaylor and Wherry (and subsequent studies of Bernardin, Orban & Carlyle, 1981; Harris et al., 1995; Jawahar & Williams, 1997; Waldman & Thornton, 1988
) demonstrates that the ultimate use to which appraisals are put affects appraisal outcomes (Grahek 2007, page 12). “Ratings obtained for administrative purposes, such as pay increases, promotions, or retention, are likely to be more lenient and less accurate than those obtained for research, feedback, or employee development purposes (Jawahar & Williams 1997, page 906).” This is explained by Grahek: “Leniency appears to be most prevalent when raters are aware their ratings will have real implications (Grahek 2007, page 12).”
If important personnel decisions are based on the outcomes of the performance evaluations, then the performance evaluations have certainly ‘real implications’. Supervisors usually dislike giving negative feedback, but they certainly dislike it if that feedback has real implications. So if it has real implications (i.e. it is used for administrative purposes) then this increases the performance appraisal discomfort of the evaluators. This could explain why evaluators tend to be more lenient in the case of administrative ratings.
If ratings are obtained for training or employee development purposes (rather than administrative purposes), than the ratings are likely to be a more accurate reflection of the subordinates true performance. In this case, the ratings do not have ‘real implications’; the managers are therefore likely to be motivated to help employees accurately identify and correct performance deficiencies (Jawahar & Williams 1997, page 906).

In the university-setting, teachers evaluate the performance of students, by examining the exams. If the students get a grade below 5.5, then they do not pass the exam. So one could say that in this setting, the performance evaluations have real implications. I agree with this, but I do not think that this will lead to leniency. First of all; failing an exam is not ‘the end of the world’. Students have many opportunities to do a re-exam. So in the university-setting, low performance ratings (i.e. low grades) do not have far-reaching consequences. An accurate but low performance evaluation may have real implications, but those implications are not as ‘real’ as in the company-setting (in which subordinates may be passed over for a promotion if they are not given high performance ratings).

Failing an exam might have implications; for instance, a student can not obtain his bachelor degree. But the evaluator does not know which implications there may be for a particular student. The teacher evaluates a small fraction of the total performance of a student. He only evaluates one exam, while the total performance is comprised of all the exams that the student has made. This is different in the company-setting, in which the superior evaluates the total performance of his subordinates. In the company-setting, the evaluator knows exactly which consequences low performance ratings have for a particular subordinate. This is not the case in the university-setting, so the teachers are not inclined to take the implications of the performance ratings into account.

Another reason why I think that the administrative purpose of the performance evaluation in the university-setting will not lead to leniency is because unpleasant implications (i.e. the students fail the exam) are an integral part of the performance evaluations. This is especially true in the first year of the study (bachelor 1). It is only normal that some students do not survive the first year of their study.
3. Negative consequences (with respect to the rater-ratee relationship)
Giving employees harsh but accurate feedback may have some negative consequences. One of the most prevalent negative consequences is that giving low performance ratings might damage the relationship between the rater and the ratee (i.e. the relationship between the supervisor and his subordinates). 
This factor is also mentioned in the paper of Wang, Wong and Kwong. They are speaking of the harmony goal: Raters want to reduce the likelihood that their subordinates exhibit antagonistic behaviour (Wang, Wong & Kwong 2009, page 7). Raters want to avoid conflict with their subordinates, and they hope to achieve this by inflating the performance ratings.

Fried, Levi, Ben-David and Tiegs have made an important remark in this context: “Subordinates' opposition to their performance ratings is probably quite common because individuals typically overestimate their own performance level
 (Fried, Levi, Ben-David & Tiegs 1999, page 3).” This makes it even more important for evaluators (who wish to avoid the negative consequences) to inflate the performance ratings. If an evaluator gives ratings that do not correspond with the ratings that the subordinates feel entitled to (based on their impression of their own performance, relative to the performance of the other subordinates), then they might feel disgruntled. The evaluator has therefore an incentive to inflate the ratings in order to avoid a negative interaction with a subordinate (Shore, Adams & Tashchian 1998, page 284).

Supervisors must live with their subordinates in a day-to-day relationship, so it might be unpleasant if there are tensions between them due to the performance evaluation. In order to avoid interpersonal conflict, supervisors have an incentive to give lenient performance ratings.
A teacher does not have such an incentive, because he does not live in a day-to-day relationship with the students. 
4. Negative consequences (with respect to the future performance)

Damage to the rater-ratee relationship might not be the only negative consequence a low performance evaluation might have. Giving low performance ratings might also be detrimental to the future performance of the supervisor’s unit. If an employee gets low performance ratings than he is likely to be demoralized and de-motivated. He might get the impression that his efforts are not noticed by his supervisor. He might therefore be reluctant to exert high efforts in the future, because he feels that it does not matter if he is working hard or not: his efforts are apparently not rewarded with good performance ratings.
My main point is that low - albeit accurate - performance ratings might lead to a demoralized work-unit. In order to avoid this, a manager might inflate the performance ratings, so this is another reason for the supervisor to be lenient: “Telling an employee that his performance has been poor can easily result in discouragement and decreased effort levels. In order to keep employees motivated the supervisor might feel it is necessary to overstate performance ratings (Bol 2005, page 17).”
It is also a reason to give compressed performance ratings. If a supervisor gives some employees high performance ratings and other employees low performance ratings, then this might lead to tension between the employees. The employees with low performance ratings might become jealous. “Raters might be reluctant to assign low ratings to subordinates because of the fear of destroying strong interpersonal relationships and thereby perhaps lowering team productivity. Thus, in such circumstances, it is likely that supervisors will manifest lower levels of discrimination and inflate their subordinates’ overall ratings (Tziner, Murphy & Cleveland 2005, page 92).”
To summarize: supervisors give lenient and compressed ratings, in order to avoid the negative consequences with respect to the current and future performance of their departments.
In the university-setting, there may very well be some negative consequences with respect to the future performance of the students. In general, students do not like to get low grades and they might get demotivated if they are given low grades. The main difference between the company-setting and the university-setting is that in the company-setting, evaluators are directly affected by the negative consequences. In the university-setting, they are not directly affected. So teachers do not have an incentive to avoid the negative consequences. In other words: with respect to this factor, they do not have an incentive to give lenient and compressed performance ratings.
5. Appraisal visibility

The fifth factor that leads to bias in the performance evaluation is appraisal visibility. “Appraisal visibility, or openness, is the degree to which peers discuss and compare among themselves the performance evaluations that they receive from their supervisors
 (Fried, Levi, Ben-David & Tiegs 1999, page 434).” There is some connexion between appraisal visibility and the negative consequences of performance evaluations. If appraisal visibility is high, then the probability that low performance ratings will have some negative consequences is also high: “performance ratings become more interpretable and meaningful - and thus more vulnerable to scrutiny - when they are considered in relative, rather than absolute, terms (Fried, Levi, Ben-David & Tiegs 1999, page 434).” This means that supervisors are inclined to be more lenient and compressed if the appraisal visibility is high.
Appraisal visibility amplifies the negative consequences. As I have already explained, large differences in ratings between subordinates may be harmful to the interpersonal relationships within workgroups. High appraisal visibility makes it even more obvious that some subordinates have received low ratings, so a high appraisal visibility increases the risk of disgruntled employees and disharmony among subordinates. 
Appraisal visibility can also play a role in the university-setting. The grades are published at sin-online, so they are fully visible. But the students can only see the grades of the other students; they do not know how the other students actually performed at the exam. So in this respect, the appraisal visibility is low in the university-setting. The students only know the grades of the other students, but not their underlying performance.

In the company-setting, this is different. The employees work together and they know how the other employees perform. The subordinates form an idea about the ratings they deserve to receive. This idea is based on their own performance, relative to the performance of the other subordinates. If the performance ratings that the subordinates receive, do not correspond with the ratings they expected to receive (based on their relative performance), then they might feel disgruntled. This may lead to the negative consequences I have discussed at factor 3 and 4. There are no negative consequences if the subordinates perceive the evaluation as fair. The perceived fairness of the performance evaluation depends on the performance ratings a subordinate received in relation to his own performance; in comparison with the performance ratings the other subordinates received, in relation to their performance. The equity-theory of Adams is important in this context: the subordinates compare their output-to-input-ratio with the output-to-input-ratio of the ‘referent’ others (Adams 1965, page 276). The input is the effort the subordinates exert (their performance); the output is the rewards that they receive for their effort (the performance ratings); and the ‘referent’ others are the colleagues (the other subordinates).
The equity-theory is applicable to the company-setting, because the subordinates are able to compare their own input and output with the input and output of their colleagues. If their own output-to-input-ratio differs from the ratio of the ‘referent’ others, then they might perceive their performance evaluation as unfair (which may result in the negative consequences). This is not the case in the university-setting, because of the low appraisal visibility in that setting. The students are not able to compare their own input (i.e. the performance at the exam) with the input of the other students. 
6. Political considerations
The primary objective of performance evaluations is to accurately evaluate the performance of the employees. However, sometimes managers manipulate the performance appraisal system by using it as a tool for accomplishing specific goals (Tziner & Murphy 1999, page 409). The most prevalent goals supervisors pursue are:
· Avoidance of negative consequences. As mentioned before, giving low performance ratings might damage the rater-ratee relationship (see factor 3). It can also endanger future performance, because it can lead to discouragement and tension between employees (see factor 4). Supervisors are inclined to inflate performance ratings in order to enhance the relationships with their employees. They also have an incentive to compress the performance ratings in order to create a cooperative work environment.
· Impression management: Managers want to project a favourable image of themselves. They achieve this by inflating the performance ratings they give to their subordinates. This increases the likelihood that this particular manager will be perceived as effective by his or her superiors. “Managers who supervise high performers are also seen as high performers (Tziner & Murphy 1999, page 409)”. Greenberg refers to this motivation (to bias the ratings in order to appear successful) as a self-serving bias: “When a rater's own performance effectiveness is defined, at least in part by his or her own apparent effectiveness in eliciting high performance from subordinates, then giving a high evaluation to subordinates may serve as an indication of the rater's own effectiveness (Greenberg 1991, page 82).”
A special form of leniency was demonstrated by a study of Schoorman.
 He found that individuals who provided input into the hiring decision or agreed with the hiring decision that was made, provided lenient ratings, likely to remain consistent with their initial decision (Grahek 2007, page 14). If a manager has hired an employee, then it is likely that he will not evaluate that employee harshly, because that may result in a low performance rating, which would create the impression that the manager did not hire a good employee. On the other hand, if the manager evaluates that employee very generously (=leniently), then that would create the impression that the manager has hired a top-talent. Summarizing; the manager has an incentive to use the performance evaluation as an instrument of impression management. This is a very specific example of impression management. This example only exists within the company-setting. It does not exist in other settings, such as the university-setting.
In the company-setting, it is possible for evaluators to use the performance appraisal as a tool to achieve some political goal. In other settings, this may not be possible. In the university-setting it is not possible to use the performance appraisal as a tool for impression management, because a teacher does not have ‘his own students’. In the company-setting, a manager runs a department and evaluates ‘his subordinates’. If his subordinates get high performance ratings, then this will create the impression that their supervisor is doing an effective job. In the university-setting, there is no link between a teacher and some students. On the other hand, in a high school-setting, it may be possible for a teacher to use performance evaluation as a tool to accomplish some political goals: he can use it to enhance relationships with his students or he can use it for impression management. This is possible because he has his own class (or classes).
While it is true that in the university-setting, a teacher does not have ‘his own students’, teachers may still be concerned about the impression that low grades might create. For instance, if the mean grade of a certain course is very low, then this may create the impression that the quality of the course is low. However, there are also other explanations for the low mean grade. It might be that the course is very difficult. I therefore think that in the university-setting, the desire of evaluators to influence the performance ratings, in order to manage the impressions that the performance ratings might create, is not as strong as in the company-setting.
7. Confidence in the appraisal system
Trust in the performance appraisal system refers to ‘the extent to which appraisers and subordinates believe that performance data will be used fairly and objectively’ (Harris 1994, page 5). A low level of confidence means that an evaluator does not trust the other evaluators. He might think that the other evaluators are not honestly and accurately evaluating the performance of their subordinates. A low confidence in the appraisal system might influence the way how the evaluator is evaluating his own subordinates. If an evaluator thinks that the other evaluators are distorting their ratings (by giving high ratings), then this reduces his confidence in the appraisal system; and he is likely to give also high ratings (Tziner & Murphy 1999, page 408-409).

In several studies a link is made between the confidence in the appraisal system and the purpose of the performance evaluation: “Where appraisals are used for feedback purposes only, trust in the appraisal process may not be as important a predictor of rating distortion. Raters in this situation may not feel as compelled to make comparisons of rating distributions across raters when the appraisals only serve as feedback for past ratee performance. Thus, the purpose of appraisal may moderate the relationship between trust in the appraisal process and rating behaviour” (Bernardin & Orban 1990, page 200).

Factor 7 (confidence in the appraisal system) is related to factor 6 (political considerations): If an evaluator believes that the performance appraisal is primarily political, than it is likely that he will distort the performance ratings in such a way as to achieve his own political goals (Tziner & Murphy 1999, page 409).
An important element of the confidence in the appraisal system is perceived risks. Deliberately giving inaccurate ratings may not go unnoticed (and unpunished). It may result in some sanctions from the organization. If it turns out that an evaluator has deliberately evaluated his subordinates too leniently, than there may be some unpleasant consequences for the evaluator. So there are some risks involved in giving inflated performance ratings (Tziner & Murphy 1999, page 409).

Notice that I am not speaking of actual risks but of perceived risks. The evaluating behaviour of the supervisors is not influenced by the actual risks, but by the perceived risks. If an evaluator thinks that giving lenient performance ratings may have some harsh implications for his own position in the organisation, then he may be inclined to evaluate his subordinates more accurately. So the perceived risks influence the evaluation behaviour (the reason to be lenient) and the actual risks determine the possibility to give lenient ratings (the opportunity to be lenient).

I do not treat the perceived risks as a separate factor, because it is closely related to the confidence in the appraisal system. If an evaluator thinks that the risks of giving inaccurate performance ratings are negligible, then he might think that the other evaluators are taking advantage of this situation (by giving their subordinates lenient ratings). In other words: his confidence in the appraisal system is likely to be low is the perceived risks are low.

This factor is related to factor 6 (political considerations). Supervisors will be more inclined to use the performance appraisal as a tool to achieve their own goals, if they think that the risks involved are low. On the other hand: if the perceived risks are high, then they probably fear the possible implications that inaccurate evaluating behaviour might have. This factor has therefore some bearing upon the extent to which supervisors will pursue their own political goals.

In a high school-setting each teacher has its own class (or classes). For instance, there are eight classes for the course mathematics and there are four teachers (A, B, C and D), so each teacher has two classes. If teacher A believes that the other teachers are evaluating ‘their students’ leniently, then it is very likely that the students in the other classes will score high grades. In his own two classes, the students get lower, but accurate grades (assuming that teacher A is evaluating the performance honestly). The consequence of his honest behaviour is that teacher A seems to be the worst teacher, because his classes have the lowest grades (compared to the other classes). If he wants to create the impression that he is also a good teacher, he might be inclined to give lenient ratings to ‘his students’. This is a type of impression management (discussed at factor 6). If an evaluator believes that the other evaluators are lenient, then he has an extra incentive to be lenient himself.
In the university-setting, teachers do not have such an incentive, because they do not have their own class of students. So there is no link between a teacher and some students. It does therefore not matter if some students appear to be good. It does not have any bearing upon the impression of a teacher.
8. Self-efficacy

Self-efficacy is the extent to which evaluators believe they have the information, tools, and skills necessary to appraise subordinates’ performance accurately (Tziner, Murphy & Cleveland 2005, page 90). It is important to realise that this factor is not about the ability to accurately evaluate the performance of the subordinates. I am not interested in the ability of the archer to hit the target. I want to find out why the archer is not aiming at the target. And that is what this factor is about.
This factor is related to factor 9 (lack of motivation): “It is likely that raters who do not believe they have the necessary skills, tools, etc. will not devote the same attention to performance appraisal as raters who believe they are capable of doing the task well (Tziner & Murphy 1999, page 408).”

This factor is also related to factor 6 (political considerations): Low-efficacy raters are likely to consider the appraisal exercise to be futile, and consequently they are motivated to use the performance appraisal as a tool to achieve their own political goals (Tziner 1999, page 220).

The level of self-efficacy influences the accuracy of the performance ratings. In the university-setting, the evaluators have a high level of self-efficacy, so the performance ratings (the grades) should accurately reflect the true performance of the students. The teachers have a high level of self-efficacy, because they have defined which performance has to be evaluated: they have prepared the questions which the students have to answer at the exam. So the teachers have the information and skills necessary to appraise the students’ performance accurately.
9. Lack of time/ lack of motivation/ interference with other tasks
Managers are busy people. They have a myriad of job responsibilities. Sometimes they do not have enough time to accurately measure the performance of their employees. Other work-related tasks often take priority (Harris 1994, page 5). 
It is not only a lack of time, sometimes there is also a lack of motivation: “Raters are usually not rewarded for engaging in performance management activities (Harris, Ipsas & Schmidt 2008, page 191).” As a result, managers do not value the performance appraisal task highly.
If the supervisors do not have enough information regarding the true performance of their subordinates, then this may lead to bias. The supervisor might want to “play it safe” by giving his subordinates lenient and compressed performance ratings. If he would have given low performance ratings, then it is very likely that his subordinates would challenge their (low) ratings. If he gives them high ratings, then it is not very probable that they will challenge their ratings, because they are satisfied with them.
This factor can also lead to compression, because when the employees are given compressed performance ratings, then they are less likely to challenge their ratings, than in the case when there are large differences between the ratings of the employees.

One would be inclined to think that this factor (lack of time / lack of motivation / interference with other tasks) is also applicable to the university-setting. After all, there are only a few teachers with the authority to evaluate the exams and there are hundreds of students who have made the exams. However, there is one major difference between the university-setting and the company-setting. In a company, managers have a myriad of tasks and performance evaluation is just one of them. It usually does not belong to their ‘core business’. 

Performance evalution is an integral part of a teacher’s  job. So it is likely that teachers will be more motivated to invest time and effort into performance evaluation.
A lack of motivation is related to a low level of self-efficacy, because raters with a low level of self-efficacy might lack sufficient motivation to provide well-documented, solidly grounded, reliable and accurate evaluations (Tziner, Murphy & Cleveland 2005, page 90). In subparagraph 8 I already explained why I expect teachers to have a high level of self-efficacy. I therefore also expect them to be sufficiently motivated. 
In the company-setting, the performance that is being evaluated is comprised of multiple aspects; and it spans a long period (usually a year).  This may lead to an information overload: the supervisor has to consider all aspects of the performance during a long time-period. And because of this cognitive load, the evaluator might be inclined to use “shortcuts”. They might take the “easy” way out, by giving the subordinates lenient and compressed performance ratings (Harris, Ipsas & Schmidt 2008, page 191). In the university-setting, the performance at a very specific moment (i.e. the exam) is being evaluated, so the evaluators are less inclined to use shortcuts.

To summarize: a lack of time/motivation could lead to un upward bias of the performance ratings. In the university-setting however there is problably no lack of time/motivation, so this factor will not cause lenient performance ratings.

10. Prior performance and expectations

This factor is related to factor 9, because if the supervisor lacks the time or motivation to invest time and effort into the evaluation, then the resulting consequence is a lack of information (regarding the performance of the subordinates). And if a supervisor does not have enough information regarding the true performance of his subordinates, then it is likely that he will base his evaluation on a general impression. The general impression is influenced by the knowledge of prior performance or on expectations.

This is a factor which can lead to bias in the performance evaluation. If the evaluator has a very positive impression of his subordinates, then it is likely that the performance ratings will be high. The underlying reason is that a positive impression influences the judgment process.  The result is that the emplyees get high performance ratings, allthough the actual performance may be lower. These inflated ratings can be seen as leniency. However; a downward bias is also possible. This is the case when the manager has a very negative impression of his subordinates.
The university-setting is characterized by a high level of anonomity. This means that it is very unlikely that a teacher has an impression of a specific student, because he does not really know the students in person.
11. Favouritism

Favouritism means that supervisors want to do their friends a favour by evaluating them leniently: they are giving their friends higher performance ratings than they actually deserve (according to their true performance). So favouritism may lead to an inflation of the performance ratings. However, it is also possible that it leads to a downward bias: supervisors may deflate ratings in order to punish rebellious employees (Bol 2005, page 18).
Two important remarks have to be made. First, supervisors are professionals and their emotions and personal feelings should not influence their professional judgment.

Second, it is not always so that supervisors favour their friends. Sometimes supervisors evaluate their friends very accurately. This is because it is for supervisors easier to be honest and open to their friends, than to subordinates they do not like (Kingstrom 1985, page 643).

In the university-setting, favouritism is not of great importance, because of the anonymity in the setting. This means that teachers do not have an incentive to do particular students a favour.

12. Mood

Mood can have some influence on the way evaluators are evaluating the performance of their subordinates. Social psychological research has demonstrated that raters in a positive mood recall more readily positive information (Harris 1994, page 6). So mood can affect the judgment process and thereby the ultimate performance evaluation. This is especcially important if the performance that has to be evaluated spans a long time period. This is mostly the case in the ‘normal’ setting. Employees are evaluated over a certain period, for example one year. If the supervisor (who has to evaluate a particular employee) is in a good mood, and he therefore remembers mostly the positive experiences he had with that employee, then it is very likely that this will affect the ultimate outcome of the performance evalution process.
Once again we are confronted with an important difference between both settings. In the university-setting, the performance on a specific moment is being evaluated, while in the ‘normal setting’ the performance over an entire period is being evaluated. So in the university-setting, an evaluator can easily measure the performance of a student, by inspecting the answers which the student gave at the exam. The performance that has to be evaluated is ‘crisp and clear’. So the psychological finding that mood enables evaluators to more readilly recall positive experiences, is not of importance in they university-setting, because positive experiences are not part of the performance that has to be evaluated. Only the (answer to the) exam should be evaluated. So a teacher in a good mood may remember a particular student who did very well during the lectures or workgroups (he always made his homework, he always participated in the class discussions, etc), but that is not part of the performance that the teacher has to evaluate. This is the first reason why mood does not lead to leniency in my setting. The second reason is that the teachers do not have many possibilities to develop experiences with students, because the setting is very anomynous.
Considering the twelve factors

The original title of this chapter was “Reasons to be lenient”. This title would have been consistent with the framework I introduced in the introduction (i.e. the opportunity to be lenient and the reasons to be lenient). However I have chosen for the more general expression of “factors” (in stead of “reasons”). This is because the factors I described in this chapter are not always reasons on their own. They are not twelve independent reasons, but twelve interrelated factors. For instance, appraisal visibility is not an independent reason for an evaluator to give lenient ratings; it is rather a factor that amplifies the negative consequences, which strengthens the incentive to give lenient performance ratings. The factors together give evaluators a reason to be lenient. The twelve factors explain why ‘the archer is not trying to hit the target’.
2.4 Conclusion
In this thesis I will investigate the following research question:

Does discretion in performance evaluation of students lead to lenient and compressed performance ratings?

My research question is based on the paper of Moers. His main conclusion was that (in his setting) discretion leads to lenient and compressed performance ratings. The rationale behind his conclusion is that discretion provides evaluators the opportunity to be lenient. But an opportunity alone is not enough. Evaluators must also have some reason to be lenient. In chapter 2 I have described twelve factors that may lead to some bias in the performance ratings. As I have explained, most of those factors do apply to the setting of Moers (i.e. the ‘normal setting’ in which managers evaluate employees). I have also explained that these factors are not always present in every setting. Some of them are present in a high school-setting, but none of them is really present in the university-setting. So while supervisors in a company may have several reasons to give lenient and compressed performance ratings to their subordinates, teachers at the university do not have any reason to give lenient and compressed performance ratings to the students.


This means that I do not expect that – in the university-setting – discretion will lead to lenient and compressed performance ratings. So I expect that I have to give a negative answer to my research question.  My hypotheses are therefore as follows:

Hl: The leniency-proposition of Moers (2005) does not hold in the university-setting (i.e. discretion in student-performance evaluation does not lead to leniency in performance ratings).
Hc: The compression-proposition of Moers (2005) does not hold in the university-setting (i.e. discretion in student-performance evaluation does not lead to compression of the performance ratings).
The leniency-hypothesis is visualized by the following figure (but the same logic applies to the compression-hypothesis):
Figure 6
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Although there is discretion in the university-setting (which gives evaluators the opportunity to give lenient ratings), the evaluators will not use this opportunity, because they have no reason to give lenient ratings. The implication is that discretion in the university-setting does not lead to lenient performance ratings.
Chapter 3: Research design
3.1 Research-setting
In my thesis, I have investigated seven bachelor 1-law-exams. 

I have chosen for exams of bachelor 1-courses, because those courses are followed by hundreds of students. The teachers do not know the students personally, and there is not much interaction between the teachers and the students. In such a setting, the twelve factors I have described in chapter 2, are definitely not present. This research-setting is therefore well suited to test my hypotheses.
I have chosen for law-exams, because they have an important characteristic. They consist of two parts: a MC-questions-part and an open questions-part. This way, a “within-subjects-design” is possible. I will explain this in paragraph 3.5.
3.2 The propositions

My research question is visualized by the following framework
. The framework consists of two levels: a conceptual level (the upper part of the framework) and an operational level (the lower part of the framework). I will not discuss this framework at once. I will discuss it in four steps, starting at the upper level and finally ending at the lower level. Each step is indicated by red circles.
Figure 7
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This framework shows the leniency-proposition and the compression-proposition. The red circle indicates that both propositions concern the relationship between discretion and the performance ratings. According to the propositions, discretion leads to lenient and compressed performance ratings. My hypotheses state that the propositions do not hold in the university-setting. 
3.3 Conceptualization
Figure 8
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An important step in a research design is conceptualization. This step should be distinguished from another step that needs to be taken when developing a research design:

1. Conceptualization: the mental process whereby fuzzy and imprecise notions (concepts) are made more specific and precise (Babbie 2004, page 122). What do I mean with “discretion”? (formulating a nominal definition of “discretion”)
2. Operationalization: choosing the variables to measure the constructs. How do I measure “discretion”? (formulating an operational definition of “discretion”)
The process of operationalization will be discussed in paragraph 3.3 (construct validity). In this paragraph I will discuss the process of conceptualization. The conceptual level (the upper part of the figure; indicated by the red cycles) consists of the constructs. One of my constructs is “discretion”. When do evaluators have discretion? Moers mentions two factors that provide evaluators with discretion: 1) the use of subjective performance measures, and 2) measurement diversity.

The first factor (subjectivity) is also applicable in “my” research-setting (the evaluation of students by exams). The second factor mentioned by Moers (multiple performance measures) is not applicable. One could see the different questions of an exam as separate performance measures. This would mean that there is measurement diversity. However, the points that students can achieve for each question, are usually fixed in advance. The evaluator is not able to ex post attach different weights to the questions. So in my research-design I will presume that discretion is solely due to subjectivity. My nominal definition of discretion is therefore that discretion means that evaluators have some freedom of judgment due to subjectivity in the performance evaluation. At the operationalization-step I will therefore choose a variable (to measure discretion) that reflects the subjectivity. This variable does not have to reflect measurement diversity, because in my research-setting, discretion is not due to measurement diversity.

I am paying attention to the conceptualization, because this step has important implications for my research design. As explained above, there is a link between conceptualization and operationalization: the way how I am defining discretion (=conceptualization), affects the way how I am measuring discretion (=operationalization). 

3.4 Validity of the research design

A research design should be judged on its level of validity. There are several types of validity: construct validity, internal validity and external validity. I will discuss each in turn.

Construct validity

The construct validity concerns the operationalization of the constructs. Construct validity refers to the extent to which an empirical measure adequately reflects the real meaning of the concept under consideration (Babbie 2004, page 143). This means that the nominal definition of the construct has to be translated into an operational definition. The red circles indicate that the operationalization concerns the link between the conceptual level and the operational level of the overall framework.

Figure 9
[image: image9.png]Discretion in
Evaluation

leniency/

compression E

Performance ratings

MC-questions / open
questions

leniency/

compression E

4

Grades <

5 control
variables

Overall framework: operationalization/construct validity





In this research design, I have two constructs. I am looking at the influence (in the form of leniency and compression) of discretion in evaluation on the performance ratings. So my two constructs are 1) discretion and 2) performance ratings. The latter one is measured as the grades that students obtained for an exam. The grades range from 1 to 10. A grade of 10 indicates a high performance rating, while a grade of 1 is a very low performance rating. In my opinion, the variable grades is a sound measure of the construct performance ratings.

The conceptualization of the other construct is far more interesting: How to measure discretion? I have chosen to look at the type of questions used in the exam. Basically, there are two types of questions: multiple choice questions and open questions. The answer to a multiple choice question (hereafter: MC-question) is just right or wrong. So there is no discretion for the evaluator. In fact, MC-questions are ‘evaluated’ by a computer. So MC-questions are evaluated in a very objective way. Open questions on the other hand leave much more room for interpretation of the answer. This means that the evaluators have some discretion. 

In a law-exam several cases are presented, which the student has to resolve; using the right legal articles, using the right case law, and drawing the right conclusions. So the answer must consist of several elements. If one element is missing (for example: the student has not mentioned the right legal article), then the evaluator is bound to give no points for that element. In this respect, the evaluation of the open questions is quite objective. However, there is some room for a subjective evaluation. I will illustrate this by giving an example.

Assume that the student has to mention an important legal judgment: the “afvoerpijp-arrest”. If he mentions this judgment, then he receives the full points for this element. Assume that the students has written: the “waterpijp-arrest” (which is a non-existent judgment). The answer is not explicitly right or wrong. At the extremes, the teacher has two options:

1) The student has not mentioned the right judgment, because he has not written “afvoerpijp-arrest”. The student gets no points for this element of the open question.

2) The students has written “waterpijp-arrest”, but it is very likely that he meant “afvoerpijp-arrest”. The student gets the full points for this element of the open question.

In the second situation, the teacher has the opportunity to be lenient. So while the evaluation of the open question is based on several objective element, there is still some room for a subjective evaluation. In other words: the teacher has some discretion.

Other situations are also conceivable. Assume that the Hoge Raad has developed an important legal rule in his judgment in 1970. The HR has applied the same legal rule in a judgment of 2000. The 1970-judgment is a landmark-judgment, while the 2000-judgment is just an example. Assume that a student has mentioned the relatively insignificant 2000-judgment and not the landmark-judgment of 1970. Then the teacher has again two options, at the extremes:
1) giving no points for the answer that the student has given, because the student has not mentioned the important landmark-judgment.

2) giving full points for the answer that the student has given, because the student has applied the right legal rule. He has mentioned an applicable judgment (although not the landmark-judgment.

So also in this situation, the teacher has discretion. Another situation could be that the student has applied the right legal rule to the case on the exam, but that he did not mention any judgment at all. It is also possible that the student has confused two judgments: he mentions the wrong judgment, but he did apply the right legal rule.

In all these situations, the teachers have the opportunity to be lenient (i.e. they have discretion). I have mentioned these situations to illustrate the validity of the link between discretion (construct) and the type of questions (as operational measure of discretion).
Internal validity
Internal validity can be determined by assessing whether changes in the dependent variable were caused by changes in the independent variable (Birnberg, Shields & Young 1990, page 38-39). In the overall framework, the variables are displayed at the lower level (the operational level). The type of question (MC or open-question) is the independent variable (X). The dependent variable (Y) is the grades. I have also selected 5 control variables (C). Control variables are potentially influential factors: they can have some impact on Y. Internal validity concerns the relationship between X and Y. Is the change in Y really caused by a change in X? Or is the change in Y caused by a change in C (one of the control variables)? The purpose of my research is to investigate the impact of X on Y. This means that I have to control for the impact that C might have on Y. This can be achieved by a process named matching. In paragraph 3.6, I will elaborate this point. The main point I want to make here is that by taking into account the five control variables, the internal validity of my research design has improved. 
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External validity

The external validity concerns the generalizability of the findings. External validity refers to the extent to which the findings of my research can be generalized to other groups, settings or time. I will investigate my research question by investigating how students scored on exams. For this research I have chosen to use bachelor 1-exams from the law-faculty (in Dutch: Faculteit der Rechtsgeleerdheid), because these exams have an important characteristic which makes them very useable for my research: they consist of two parts: a MC-question part and an open-question part. That is the main reason why I have chosen to use law-exams for my research.
 

So my findings will be based on law-exams. Can I generalize my findings to exams of other faculties? This question is at the very heart of external validity. I do not have any reason to suspect that my findings will be very specific to law-exams. I therefore expect that my findings will also be valid for other faculties.

In my study I will investigate multiple exams: both different courses as well as different years. By investigating multiple exams I hope to validate my findings: if only some of the exams support my hypotheses (and other exams do not), then this may be an indication that my hypotheses are not “universally true”. In that case I have to be careful in generalizing my findings to exams of other faculties.
3.5 Research method
I will be conducting an “experimental” research. The word “experimental” is between quotation marks, because I did not conduct the experiment myself. Actually, it was the university which has conducted the experiments, without knowing it. The fact that none of the actors (students and evaluators) knew that they were part of an experiment may actually improve the rigorousness of my research design: If they had known that they were participating in an experiment, then perhaps they would have changed their behaviour (for example: evaluating the exams in a different way). Maybe the evaluators would like to appear objective and - as a result - they adhere strictly to the answer indications (leading to less leniency and compression). Given my research question (which concerns the way in which performance is evaluated: objective or with discretion); this behavioural factor could have jeopardized my findings. Now however, the experiment takes places in an entirely natural setting. So the risk that the behaviour of the actors is influenced by the research itself is minimized. 

The main drawback of the natural setting (as compared to an artificial setting) is that there is a lower level of control. This may hamper my ability to control for some potentially influential variables.

To investigate my hypotheses, I will conduct an experiment with a within subjects design.
 This means that there is one group of students who receive two different treatments: the experimental treatment (i.e. discretionary evaluation) and the control treatment (i.e. objective evaluation). 

I have achieved this by selecting exams that consist of two parts: a MC-questions-part and an open questions-part. I will investigate the hypotheses by comparing the two parts of the same exam (in stead of comparing a MC-exam with an open question-exam). So each student receives two treatments: the experimental treatment (in the form of open questions) and the control treatment (in the form of MC-questions).

I am comparing the grades to find out if there is a significant difference in grades. I am not only interested in the height of the grades, but also in the distribution of the grades:

· The height of the grades is important for the leniency-proposition. To investigate that proposition I will compare the MC-grades with the OpenQ-grades. If the leniency-proposition is true, then the OpenQ-grade should be higher than the MC-grade.

· The distribution of the grades is important for the compression-proposition. In order to investigate if the OpenQ-grades are more compressed I will compare the distribution of the OpenQ-grades with the distribution of the MC-grades.

3.6 Statistical analyses
Leniency-hypothesis

To investigate the leniency-hypothesis, I will look at the central tendency of the grades. I use three measures of central tendency: the mean, the median and the mode.

Two important conditions have to be met, in order for the leniency-proposition to be true:

1. The difference between the grades of the open questions-part and the MC-part should be positive.

2. The difference should be statistically significant.

I will investigate if the first condition is satisfied by comparing the MC-mean with the mean-grade of the open questions. I will conduct a paired samples t-test to investigate if the second condition is fulfilled.

Compression-hypothesis

To investigate the compression-hypothesis, I will look at the dispersion of the grades. Two well-known measures of variability or dispersion are the standard deviation and the variance. However, there is one major drawback associated with the standard deviation: the standard deviation is only a good measure of dispersion if the grades are normally distributed. If the grades are not normally distributed, then the average distance to the median (AD) is a better measure of dispersion.
The compression-proposition is only supported by the empirical results if the following two conditions are met:

1. The AD of the open question should be higher than the AD of the MC-questions. In other words: the difference between the AD of the MC-questions and the AD of the open questions, should be negative.

2. The difference between the AD’s should be significant.

The first condition will be investigated by a comparison of the AD’s. The condition will be investigated by conducting a paired samples t-test.

3.7 Potentially influential variables
As mentioned before, I am interested in the influence of discretion in evaluation on the performance ratings (=grades). But it is imperative to understand that grades are not solely determined by the way how the performance of the students is evaluated. The grades are also influenced by the performance per se (the way how students actually performed on the exams). If I have obtained a 10 for an exam, this is not because I may be very generously (=lenient) evaluated, but most likely because I have simply performed very well on the exam. So my grade (the 10) is affected by the two sides depicted in the following figure:
Figure 11
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The grades can be seen as the performance evaluations. They are affected by the evaluation part (depicted with blue circles) and the performance part (depicted with yellow circles). I am interested in the “blue” influence, so I have to control for the “yellow” influence. 

If I do find a difference in grades which appears to be significant, I can not be entirely sure that this difference in grades is due to the different treatment (=the way how the students where evaluated: objectively or discretionary). The difference in grades can also be caused by a difference in performance per se. So I need control variables to control for the influence of the performance per se on the ultimate grades. I have identified five potentially influential variables. Those variables are factors that influence the actual performance of students on the exams (and thereby they influence the ultimate grades).

Potentially influential variable 1: Knowledge and skills of the students
Students who make exams are not the same. Some have learned very well for the exam, they have followed all the courses, and they have developed the skills to make the exam well. Other students may not have prepared so well. As a consequence, their performance on the exam will probably be lower than that of smart students. If smart students make the open question-exam and low-skilled students the MC-exam, then the difference in grades is probably due to this difference in skills.
This variable will not have any impact on my study, because my research design takes the form of a within subjects design. I am not comparing exams, but I am comparing two parts of the same exam. The influence of this variable is equal for both parts of the exam, because each part is made by the same student.

Figure 12
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This framework visualizes how the first potentially influential variable is taken into account (by matching on it). This variable has some influence on the actual performance (illustrated by the red arrows), but – due to matching on this variable – it influences the performance on both parts of the exam in the same way. This means that the actual performance on both parts is similar (after controlling for the other potentially influential variables). The “yellow” influence on the grades is similar for both parts of the exam. If there is a difference between the MCgrades and the OpenQ-grades, than this difference in the grades is caused by the different treatment (depicted by the purple and blue arrows). This would support the leniency-proposition, because that proposition states that the different treatment (the discretionary evaluation) leads to higher grades.
Potentially influential variable 2: Abilities required
The ability needed to make MC-questions (ability to recognize the right answer) and the ability needed to make open questions (ability to formulate the right answer) may be different. If these abilities are not possessed by students to the same extent, then this may cause differences in the actual performance on the exam. If students are more able to make open questions, then their performance on that part of the exam will be higher than their performance on the other part. A difference in grades between the MC-part and the OpenQ-part may therefore be due to the difference in the performance per se (due to the difference in the required abilities).
This potentially influential variable is a serious threat to my research design.
 Even when I match on the type of students, then this factor can still influence the performance. Even smart students with a high level of knowledge may be more able to make MC-questions than open questions (or vice versa). So this potentially influential variable can lead to differences (between the MC-part and the OpenQ-part) in the actual performance. 

It can also lead to differences (between the MC-part and the OpenQ-part) in the distribution of the actual performance. This may be the case when all the students possess the ability needed to make MC-questions, but only some of the students are good in making open questions.

Potentially influential variable 3: Contents of the course (difficulty of the questions)

An exam is usually about the entire contents of the course. The contents of the course consist of several topics. Those topics are sometimes not equally difficult. There may be topics that students find hard to understand, and if this topic is examined on the exam, then the performance on that topic will probably be quite low. If the hardest part of the course (the difficult topics) is examined by MC-questions and the easy part of the course by open questions, then a possible difference in grades may be due to a difference in the performance (caused by the difference in difficulty of the questions).
The best solution would be to match on this variable: Both parts of the exam should be similar in the level of difficulty. This would mean that I have to investigate this by a careful examination of the exams. If both parts of the exam are not equal in the level of difficulty, then I would have to reject that exam. This is not a practical approach, because it is not practical to reject the available data sets (i.e. the exams).
 I have therefore chosen to deal with potentially influential variable 3 by comparing the MC-grades with not only the average grades of the open questions, but also with the grades of the individual open questions. A high grade on the open questions part of the exam could be due to one open question that was very easy to make. The high grades on the open questions-part may appear to be lenient, but – by comparing the MC-grade with the grades of the individual open questions – it becomes evident that this was only due to one easy open question. This way, I can take the influence of variable 3 into account. Besides, I am investigating seven exams. This means that I am conducting the same experiment seven times.
This solution is far from perfect. Potentially influential variable 3 might still cause some difference in performance between both parts of the exam. This is important for testing my leniency-hypothesis.

It might also have some bearing upon my compression-hypothesis. Not all students are affected in the same way by the level of difficulty of the questions: There may be interaction between the difficulty of the questions (variable 3) and the knowledge and skills of the students (variable 1). Even if the questions are very difficult, some students (the highly-skilled ones) will still be able to make those questions well. So even if the MC-part of the exam was very difficult, some students may still perform well. So a high level of difficulty will probably lead to a high level of differentiation.

On the other hand, if the questions are very easy, then every student (also the low-skilled) is able to make the questions. Easy questions generally lead to a higher performance, but it does improve the performance of high-skilled students only slightly, because those students are also able to handle more difficult questions, so for them it does not really matter how difficult the questions are. So – for those students – the effect of variable 3 is relatively small. For low-skilled students, the effect of variable 3 is much higher. Those students really profit from the easy questions, so their performance will improve heavily due to the low level of difficulty of the questions. So if the questions of one part of the exam are very easy, then the performance of the students on that part of the exam is likely to be somewhat compressed.

Concluding: the combined effect of variables 1 and 3 may have some influence on the dispersion of the actual performance. It might therefore not only lead to a difference in the height of the performance (between both parts of the exam), but also to a difference in the dispersion of the performance (between both parts of the exam).

Potentially influential variable 4: Lack of time

If students do not have sufficient time to make the exam, then this will have a negative impact on the performance per se (and thereby on the ultimate grades). The actual performance on both parts of the exam can differ if students did not have enough time to make all the open questions. Then the performance on the open questions will be lower than the performance on the MC-questions.
I have chosen not to control for this variable, because of four reasons:

1. I do not know if there was a lack of time: If all students were able to make (both parts of) the exam in time, then this variable does not cause any difference in performance and grades between both groups.

2. A lack of time can work two ways: Some students start with the MC-part of the exam and end with the open questions. If they do not have enough time to complete the open questions, then there is a lack of time. In this case, this variable has a negative impact on the open questions. But it can also work the other way: Some students (who might fear that they do not have sufficient time) start deliberately with the open questions, and they end with the MC-questions. Because if they do not have enough time, then they can always fill in a B at all the MC-questions, in the hope that some B’s will be correct. But in this case, only the performance on the MC-part is influenced by this variable.

3. It is difficult to measure “lack of time”: What exactly is “lack of time”? If a student does not have enough time to complete his exam, then there is obviously a lack of time. But if a student who has answered all the questions, needs 10 minutes to review his answers (and to filter out any small, avoidable mistakes), does not have those 10 minutes, then there is also a lack of time; although the student has made the entire exam. So a lack of time can also occur in less obvious forms.
4. It is also difficult to measure its impact on both parts of the exam: If a student has only 2 minutes left for the last open question, and he needs at least 10 minutes to give a well-formulated answer, then he still can write something down in those last 2 minutes (in the hope that there will be something good in it). So although there is a lack of time, this is not reflected by a missing answer. If I were to review the exams made by students, I would not find a blank space at the last question, but, perhaps, a nonsense-answer. And I do not know if this nonsense-answer is caused by a lack of time or by some other factors. Perhaps the student did not understand the question or he just did not know the right answer.
These four reasons made me decide not to control for this variable.

A lack of time can lead to differences in performance between the two parts. This variable might also lead to difference in the dispersion of the performance on both parts, because this factor might not influence each student in the same way. If all the students begin with the MC-questions, and if some students do not have enough time to make the open question of the exam, then there is a difference between the MC-grades and the OpenQ-grades (the average MC-performance is higher, because every student started with that part of the exam) and a difference among the OpenQ-grades (because only a part of the students did not have enough time to make all the open questions), but not a difference among the MC-grades (because every student started with the MC-questions). This means that there is a difference in the average performance on both parts (which makes it hard to test the leniency-hypothesis) and a difference between both parts in the distribution of the performance (which makes it hard to test the compression-hypothesis).

Potentially influential variable 5: Situational factors
The performance of students does not only depend on their knowledge or on the difficulty of the questions. There are also some situational factors that influence their performance. With situational factors I mean the situation itself.
 

In my research I am comparing two parts of the same exam. I use a ‘within subjects design’. Both parts of the exam are made at the same time, so I have matched both parts on this potentially influential variable. This variable will therefore not lead to a difference between the MC-grades and the OpenQ-grades.

Chapter 4: Empirical findings

In this chapter, I will discuss the empirical findings of seven bachelor 1-law-exams:

· Historische Ontwikkeling van het Recht (2004/2005)

· Inleiding Rechtssociologie (2004/2005)

· Inleiding Rechtswetenschap (2003/2004)

· Historische Ontwikkeling van het Recht (2003/2004)

· Inleiding Publiekrecht (2004/2005)

· Integratievak (2004/2005)

· Inleiding Rechtswetenschap (2004/2005)

4.1 Descriptive statistics

For each exam, I will investigate the leniency-hypothesis and the compression-hypothesis. The height of the grades is important for the leniency-hypothesis, while the distribution of the grades is foremost of importance for the compression-hypothesis.

To investigate the leniency-hypothesis, I will look to the central tendency of the grades. I use three measures of central tendency: the mean, the median and the mode.

To investigate the compression-hypothesis, I will look to the dispersion of the grades. Two well-known measures of variability or dispersion are the standard deviation and the variance. In the tables below, I will provide the standard deviation and the variance of the grades. However, there is one major drawback associated with the standard deviation.
 That is why I will also use the average distance to the median (AD) as a measure of dispersion. 
The primary measures I use to investigate the hypotheses, are presented in the tables below. In the appendix, I will also present other descriptive statistics, such as the percentile scores.
Table 1: HOR 2005
	 
	MC
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	OpenQ

	N
	Valid
	669
	669
	669
	669
	669
	669
	669
	669

	 
	Missing
	199
	199
	199
	199
	199
	199
	199
	199

	Mean
	5,99
	5,39
	3,90
	4,43
	5,75
	3,75
	4,46
	4,61

	Median
	6,00
	5,00
	4,00
	5,00
	6,00
	3,00
	4,00
	4,67

	Mode
	5,50
	5,00
	2,00
	6,00
	7,00
	,00
	5,00
	4,67

	Std. Deviation
	1,89
	2,03
	2,36
	2,56
	2,29
	2,84
	2,83
	1,81

	Variance
	3,57
	4,12
	5,55
	6,55
	5,26
	8,05
	8,01
	3,26

	AD
	1,54
	1,54
	2,68
	2,16
	2,53
	2,65
	2,35
	1,48


Table 2: IRS 2005

	
	MC
	Q1
	Q2
	Q3
	OpenQ

	N
	Valid
	747
	747
	747
	747
	747

	 
	Missing
	0
	0
	0
	0
	0

	Mean
	6,01
	5,15
	3,66
	4,93
	4,58

	Median
	6,25
	5,50
	3,50
	5,00
	4,83

	Mode
	5,00
	6,00
	3,00
	5,00
	5,00

	Std. Deviation
	1,81
	2,23
	2,12
	2,49
	1,77

	Variance
	3,28
	4,99
	4,49
	6,18
	3,15

	AD
	1,50
	1,81
	2,65
	1,96
	1,44


Table 3: IRW 2003

	 
	MC
	Q1
	Q2
	Q3
	Q4
	OpenQ

	N
	Valid
	835
	835
	835
	835
	835
	835

	 
	Missing
	176
	173
	173
	173
	173
	176

	Mean
	5,98
	5,44
	3,88
	4,31
	2,92
	4,28

	Median
	6,00
	6,00
	4,00
	4,00
	,67
	4,17

	Mode
	6,25
	6,50
	3,00
	4,00
	,67
	3,67

	Std. Deviation
	1,62
	2,05
	2,36
	2,03
	3,39
	1,75

	Variance
	2,64
	4,21
	5,56
	4,12
	11,49
	3,07

	AD
	1,33
	1,69
	2,61
	1,74
	3,29
	1,54


Table 4: HOR 2004

	 
	MC
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	OpenQ

	N
	Valid
	680
	680
	680
	680
	680
	680
	680
	680

	
	Missing
	197
	197
	197
	197
	197
	197
	197
	197

	Mean
	5,87
	5,04
	5,66
	4,87
	3,99
	4,84
	4,71
	4,85

	Median
	6,00
	5,00
	6,00
	5,00
	4,00
	5,00
	5,00
	5,00

	Mode
	6,50
	6,00
	5,00
	4,00
	5,00
	7,00
	5,00
	4,83

	Std. Deviation
	1,61
	2,39
	2,40
	2,04
	2,31
	2,70
	2,59
	1,77

	Variance
	2,58
	5,72
	5,77
	4,14
	5,35
	7,30
	6,73
	3,13

	AD
	1,30
	1,94
	1,93
	1,68
	1,75
	2,25
	2,17
	1,42


Table 5: PUB
	 
	MC
	OpenQ

	N
	Valid
	846
	846

	 
	Missing
	190
	190

	Mean
	6,05
	4,93

	Median
	6,43
	5,00

	Mode
	6,43
	5,33

	Std. Deviation
	1,83
	2,12

	Variance
	3,34
	4,48

	AD
	1,48
	1,74


Table 6: Integratievak
	
	MC
	Q1
	Q2
	Q3
	OpenQ

	N
	Valid
	574
	574
	574
	574
	574

	 
	Missing
	0
	0
	0
	0
	0

	Mean
	7,21
	4,67
	4,25
	5,37
	4,69

	Median
	7,25
	4,67
	4,00
	6,00
	4,75

	Mode
	7,00
	2,67
	,00
	7,00
	4,25

	Std. Deviation
	1,46
	3,03
	2,94
	3,07
	2,48

	Variance
	2,12
	9,17
	8,62
	9,43
	6,17

	AD
	1,60
	2,67
	2,85
	2,61
	2,11


Table 7: IRW 2004
	 
	MC
	Q1
	Q2
	Q3
	Q4
	OpenQ

	N
	Valid
	946
	946
	946
	946
	946
	946

	 
	Missing
	201
	201
	201
	201
	201
	201

	Mean
	4,56
	5,29
	5,34
	4,69
	6,64
	5,491

	Median
	4,50
	5,33
	6,00
	4,67
	7,33
	5,83

	Mode
	4,75
	5,33
	6,00
	4,00
	9,33
	6,83

	Std. Deviation
	1,66
	1,84
	2,24
	2,45
	3,08
	1,85

	Variance
	2,76
	3,37
	5,04
	6,03
	9,51
	3,41

	AD
	1,82
	1,52
	1,73
	2,06
	3,65
	1,59


Leniency-hypothesis

The first five exams show a similar pattern. For the first five exams, the mean of the MC-part is higher than the mean of the open questions-part. This is contrary to the leniency-proposition, which states that the mean of the open questions-part should be higher than the mean of the MC-part.
I am using the mean as the principal measure of central tendency. But mostly the median and mode lead to the same conclusion. For the first five exams, the median grade of the MC-part is always higher than the median grade of the open questions-part.
The variable “OpenQ” is the average of the individual open questions. Each exam consists of several open questions, and they are also displayed in the table. But the conclusion still holds true: for each question, the leniency-proposition does not apply. The MC-mean exceeds all other means.
Thus far, I have investigated five exams. The results of those five exams are very similar and therefore consistent. The grades of the Integratievak-exam are quite different. The mean of the MC-part of the exam is very high (7,213). The means of the various open questions are much lower. At first sight, these results support my hypothesis (of no leniency in grading open questions). But I am troubled by the very large difference in the means between the MC-part (7,213) and the open questions part (4,686).
The results of the exam IRW2004 are also quite special, because this is the only exam in which the MC-part has scored lower than the open questions-part. The MC-mean is 4,56 and the means of all the open questions are higher. Not only the mean, but also the median and the mode are for each open question higher for the MC-questions. These results clearly differ from the results of all other exams (in which the MC-part had higher scores than the open questions part).
Compression-hypothesis

The AD is the average distance to the median. The AD is measured as the average of the distances (in absolute terms) of the grades of the individual students to the median grade. This is the primary measure I use to measure the dispersion of the grades. The main difference between the AD and the standard deviation is that the AD measure the average distance to the median, while the standard deviation measures the average distance to the mean. The major drawback of the standard deviation is that it is only a good measure of dispersion if the grades are normally distributed. If the grades are not normally distributed, then the AD is a better measure of dispersion. If discretion in performance evaluation really leads to bias of the grades (i.e. lenient and compressed performance ratings) then the grades will not be normally distributed. In that case, it would be better to use the AD (in stead of the standard deviation). On the other hand; if there is no bias, than the AD and the standard deviation would lead to the same conclusion. This is the main reason why I have chosen to use the AD to measure the dispersion of the grades.

Another advantage of using the AD to measure the dispersion of the performance ratings is that it is the same measure as Moers (2005) has used in his study.

The first five exams also show a similar pattern with respect to the distribution of the grades. For the first five exams, the AD_MC is very small. This means that the MC-grades of the students do not differ much from the median MC-grade. In other words: the MC-grades are quite compressed. 

The AD of the MC-part is almost always lower than the AD of the open questions. This would indicate that the grades on the open questions are more dispersed (less compressed) than the MC-grades. The empirical results do not seem to support the compression-proposition.

The data show an interesting feature: the AD’s of the OpenQ-grades are lower than the AD’s of the individual open questions.
Conclusion

The empirical results (as presented in the table above) do not seem to support the leniency- and compression-proposition of Moers (2005). This is as expected, and confirms the hypotheses.

There are differences between the OpenQ-grades and the MC-grades, but the leniency-proposition states that the differences should be positive (due to the lenient evaluation). However, this is not the case for six exams; because, for those exams, the difference is negative.

There are also differences in dispersion. The compression-proposition does not just state that there are differences in dispersion; it predicts a very specific kind of difference. And the differences I have found do not correspond with the differences that are predicted by the compression-proposition. So there is bias (because the AD_MC differs from the AD of the open questions) but there is no bias in the form of compression.

4.2 Paired samples t-test
I have conducted 7 experiments (by investigating 7 exams). I want to ascertain the impact of the experimental treatment (i.e. the discretionary evaluation on the open questions). I have used a within subjects design, which means that each student receives two treatments: the experimental treatment and the control treatment. According to the propositions the experimental treatment has a specific influence on the grades. The propositions do not only apply to the 7 exams I have investigated; they do apply to every exam that any student makes. It would be impossible to investigate every exam that any student has made or still has to make. In other words: I can not investigate the entire population, because the population consists of an infinite number of exams. That is why I have taken 7 samples (i.e. the 7 exams).

I have presented the empirical results of the 7 exams, and they do not seem to support the propositions. There are differences, but not the ‘right’ type of differences. If I want to draw conclusions with respect to the entire population, I have to find out if the empirical results I have found in my samples, are significant.

I have conducted a t-test to investigate if the differences between the MC-grades and the OpenQ-grades are significant. The results of the t-test are presented in the table below:
Table 8: Results from paired samples t-Tests


	
	
	 
	Paired Differences

	Exams
	
	 
	Mean
	t
	Sig. (2-tailed)

	HOR2005
	leniency
	OpenQ - MC
	-1,376
	-25,938
	,000

	
	compression
	AD_Q1 - AD_MC
	-,002
	-,037
	,971

	
	
	AD_Q2 - AD_MC
	1,1398
	15,712
	,000

	
	
	AD_Q3 - AD_MC
	,619
	9,442
	,000

	
	
	AD_Q4 - AD_MC
	,990
	14,860
	,000

	
	
	AD_Q5 - AD_MC
	1,114
	16,040
	,000

	
	
	AD_Q6 - AD_MC
	,814
	12,342
	,000

	
	
	AD_OQ - AD_MC
	-,058
	-1,263
	,207

	IRS2005
	leniency
	OpenQ - MC
	-1,432
	-23,127
	,000

	
	compression
	AD_Q1 - AD_MC
	,303
	5,309
	,000

	
	
	AD_Q2 - AD_MC
	1,153
	16,102
	,000

	
	
	AD_Q3 - AD_MC
	,456
	7,142
	,000

	
	
	AD_OQ - AD_MC
	-,067
	-1,365
	,173

	IRW2003
	leniency
	OpenQ - MC
	-1,699
	-33,465
	,000

	
	compression
	AD_Q1 - AD_MC
	,354
	7,719
	,000

	
	
	AD_Q2 - AD_MC
	1,276
	19,041
	,000

	
	
	AD_Q3 - AD_MC
	,404
	8,011
	,000

	
	
	AD_Q4 - AD_MC
	1,954
	36,575
	,000

	
	
	AD_OQ - AD_MC
	,212
	5,044
	,000

	HOR2004
	leniency
	OpenQ - MC
	-1,019
	-20,232
	.000

	
	compression
	AD_Q1 - AD_MC
	,645
	11,454
	.000

	
	
	AD_Q2 - AD_MC
	,633
	10,463
	.000

	
	
	AD_Q3 - AD_MC
	,379
	7,499
	.000

	
	
	AD_Q4 - AD_MC
	,450
	7,217
	.000

	
	
	AD_Q5 - AD_MC
	,951
	15,774
	.000

	
	
	AD_Q6 - AD_MC
	,875
	14,595
	.000

	
	
	AD_OQ - AD_MC
	,122
	2,903
	.004

	Pub
	leniency
	OpenQ - MC
	-1,122
	-19,573
	,000

	
	compression
	AD_OQ - AD_MC
	,263
	5,986
	,000

	Integratievak
	leniency
	OpenQ - MC
	-2,527
	-33,207
	,000

	
	compression
	AD_Q1 - AD_MC
	1,071
	14,668
	,000

	
	
	AD_Q2 - AD_MC
	1,250
	12,672
	,000

	
	
	AD_Q3 - AD_MC
	1,006
	13,115
	,000

	
	
	AD_OQ - AD_MC
	,504
	7,317
	,000

	IRW2004
	leniency
	OpenQ - MC
	,929
	19,288
	,000

	
	compression
	AD_Q1 - AD_MC
	-,302
	-6,055
	,000

	
	
	AD_Q2 - AD_MC
	-,084
	-1,581
	,114

	
	
	AD_Q3 - AD_MC
	,247
	4,558
	,000

	
	
	AD_Q4 - AD_MC
	1,829
	23,427
	,000

	
	
	AD_OQ - AD_MC
	-,231
	-4,514
	,000


Leniency-hypothesis

The two hypotheses that relate to the t-test are the null-hypothesis and the alternative hypothesis. The null-hypothesis states that the means at the population-level are equal, while the alternative hypothesis states that the means at the population-level are different. Note that my leniency-hypothesis and the leniency-proposition are not completely similar to the H0 and H1. The leniency-proposition states that there should be a positive difference, while the H1 states that there should be a difference. My leniency-hypothesis states that the leniency-proposition does not apply to the university-setting.

Two important conditions have to be met, in order for the leniency-proposition to be true:

1. The difference between the grades of the open questions-part and the MC-part should be positive.

2. The difference should be significant.

I have used pair 1 (OpenQ-MC) to investigate the leniency-hypothesis. Pair 1 represents the difference between the OpenQ-mean and the MC-mean. This can be seen in the fourth column (which shows the means). According to the leniency-proposition there should be a positive difference. However, for six exams the difference is negative. This means that for six exams, the first condition has not been satisfied. This was already evident when I presented the tables of the descriptive statistics.

For each exam, the difference is significant, because the P-value is 0,000. The P-value (=sig) is shown in the last column. The P-value is below the significance-value (0,05), so I can reject the null-hypothesis. This provides evidence for the alternative hypothesis: the differences are significant. However, this does not mean that the leniency-proposition is true, because the first condition has not been met (for six exams). The leniency-proposition is only true if both conditions are satisfied; and that is not the case for six exams.
Compression-hypothesis

I have used the other pairs to investigate the compression-hypothesis. The pair AD_Qn-AD_MC represents the difference between the AD of the grades on open question n and the AD of the MC-grades; where n runs from 1 to the number of open questions. Two important conditions have to be met, in order for the compression-proposition to be true:

1. The difference between the AD_MC and the AD_Qn should be negative.

2. The difference should be significant.

The differences between the AD’s are shown in the fourth column. Most of the times, the AD of the open questions is lower than the AD_MC. This is represented by the positive differences. This means, that for those questions, the first condition has not been met. For every question with a positive difference, the P-value is 0,000. The small P-values mean that I can reject the null-hypothesis: the differences in the AD are significant. However, this does not mean that the compression-proposition is true, because compression is a very specific type of bias. The results indicate that there is bias (because the AD’s of the open questions differ significantly from the AD_MC), but there is no compression (because the AD of the open questions is not smaller than the AD_MC).
Only in six cases, the difference is negative: the AD_Q1 and the AD_OQ of HOR2005, the AD_OQ of IRS2005 and the AD of several questions of IRW2004 are higher than the AD-MC. With respect to those questions, the first condition has been satisfied. But the compression-proposition is only true if both conditions are met. The second condition is investigated by the t-test. The results are shown in the last column. The P-value of the six questions with a negative difference are in four cases above the significance-value of 0,05. This means that for four questions, the second condition is not satisfied, because the differences are not significant. So only two out of the 33 comparisons support the compression-proposition.
Overall, the empirical findings do not support the compression-proposition. 
Chapter 5: Discussion of the empirical findings
Thus far, I have dealt with two important questions: 1) Are there any differences in grades between the MC-questions part and the open questions-part of the exam? 2) Are the differences significant? But the most interesting question is “why”: Why are there differences in grades between the two parts of the exam? The leniency-proposition can not explain the negative differences I have found for six exams. So there must be other explanations. In this chapter I will discuss the most likely explanations for the differences I have found.

5.1 The first five exams

For my thesis, I have conducted several analyses that might be relevant in explaining why there is a difference (between the open questions and the MC-questions). I have included the empirical results of these analyses in the appendix. In this chapter, I will use the empirical results of the exam HOR2005 as a means of illustrating my point. My conclusions also apply to the exams IRS2005, IRW2003, HOR2004 and PUB2005.

I have analysed the grades at the individual level. I have compared the MC-grade of a particular student with his or her grade on Q1, Q2, Q3, etc. This way, I have created variables that reflect the difference in grades between the MC-part and the open questions. The exam HOR2005 consists of 6 open questions, so there are seven variables: DIFFQ1, DIFFQ2, DIFFQ3, DIFFQ4, DIFFQ5, DIFFQ6 and DIFFOpenQ.

The meaning of the variable DIFFOpenQ can be explained by the following formula:

4) DIFFOpenQ = OpenQ-grade – MC-grade

5) DIFFOpenQ = (OpenQ-performance – MC-performance) + bias in grading
If I have matched both parts of the exam on the potentially influential variables, then there is no difference between the actual OpenQ-performance and the actual performance on the MC-questions. The implication is that the DIFFOpenQ equals the bias, as can be seen in formula (5).
Figure 13
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The formula is visualized by the following frameworks. The arrows represent the difference between the open questions-part and the MC-questions-part. The red arrow indicates the DIFFOpenQ. It represents the difference between the OpenQ-grade and the MC-grade. An upward red arrow means that the OpenQ-grade exceeds the MC-grade. The red arrow can be caused by a blue arrow or by a yellow arrow (or by both arrows). This is shown in the figure 13. It shows a situation without matching. This means that there is a difference in actual performance on both parts of the exam. This is shown by the upward yellow arrow, which means that the OpenQ-performance is higher than the MC-performance.

The difference in actual performance explains part of the difference in grades. But in this situation, the difference in grades is also caused by the different treatment. The open questions are evaluated leniently. This has a positive effect on the grades. The upward blue arrow represents the positive bias (=leniency). 

Figure 14 shows a situation with perfect matching, which means that the actual performance is equal on both parts. There is no yellow arrow, because there is no difference in actual performance. The only explanation for the difference in grades (the red arrow), is that there must have been bias (the blue arrow).

Figure 14



Situation I
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The “20%-group” and the “80%-group”
I now turn to the empirical findings of the exam HOR2005
, as shown in table 18 in the appendix. Looking at the variable “DIFFopenQ”, the 80th percentile is -0,1667 and the 85th percentile is 0,1667. This means that a little over 80% of the students have scored higher on the MC-questions, than on the open questions. So the leniency-proposition does not hold for the majority of the students. Only a small group of less than 20% have obtained a higher grade on the open questions-part of the exam (than on the MC-part of the exam). I will refer to this group as the 20%-group. For the other exams
, the percentage is also around the 20%, so I will continue to call this group the 20%-group (even though the actual percentage for every exam is not always 20%).
The fact that it is almost systematically 20% is in itself interesting. But there is another reason why I am so interested in the difference between the 20%-group and the 80%-group, because it enables me to come up with a possible explanation for the difference between the MC-grades and the OpenQ-grades.

The possible influence of bias

While the group of 20% is only a small minority, it may be interesting to investigate which students belong to that group. This will be done in this paragraph. I will conduct an additional analysis to find out of which students the 20%-group consists.

It may be that the 20%-group is comprised of students who have performed very well at the exam. And perhaps those well-performing students are rewarded for their efforts. So the evaluators may have some reason to evaluate good-performing students leniently. The students who perform well on the exam are very likely to have followed every class and workgroup. They are also likely to have read the books very carefully and prepared their workgroups. It may be that those students are rewarded for their efforts by a lenient evaluation of their performance on the open questions-part of the exam. This could explain that some students have a positive difference in grades between the MC-part and the open part.

I will investigate which students belong to the group that has higher grades for their open questions than for their MC-questions (the “20%-group”). It may be that I find that the students who have high grades for the MC-questions belong to the 20%-group, and that students who have performed badly on the MC-questions, belong to the great majority (with a negative difference in grades). This may be an indication that the well-performing students are evaluated leniently and that the others are more rigorously evaluated. The 20%-group is then a special subgroup and the leniency-hypothesis does not hold for the group as a total, but it does hold for this special subgroup.

After examining the empirical findings, as presented by table A1.4 in the appendix, I conclude that the 20%-group is not so different from the other students. The percentile scores indicated that the 20%-group is composed of highly-skilled students and lowly-skilled students. The students in the 20%-group have not scored high on the questions 2, 5 and 6. Those questions were also made badly by the vast majority of the students.

Concluding: The empirical results for this group are to a great extent similar to the results of the entire group. So with respect to the height and distribution of the grades, there is no reason to assume that the 20%-group is a special subgroup.

The central question is: What makes the students of the 20%-group different from the students of the 80%-group? Are the students of the 20%-group evaluated leniently, and the students of the 80%-group evaluated rigorously? And if so, why? The height and distribution of the grades can not be the cause of the positive DIFFOpenQ of the 20%-group and the negative DIFFOpenQ of the 80%-group. But perhaps there are other explanations: 

- 1) 
It could be that the students of the 20%-group have a very beautiful handwriting. The evaluators are so pleased with the beautiful handwriting, that they are evaluating those students generously. The vast majority of the students (the 80%-group) have a handwriting that is difficult to read, which makes the evaluators annoyed at those students. Subsequently, those students are evaluated rigorously.

- 2)
 I could be that the students of the 20%-group have low student-numbers, which indicates that they are students in the second or third year of their bachelor who still have not passed that particular bachelor1-exam. The evaluators may feel compassion for those students. As a consequence, those students (i.e. the 20%-group) are leniently evaluated.

These two explanations are far-fetched. I do not consider them plausible. In section I of my master thesis, I explained that I consider the teachers as professionals. I do not think that mood (=factor 12) will influence their evaluating behaviour. This means that - although the beautiful handwriting may be a pleasure to the eye – it will not have any bearing on the grades that the teachers will give to those students.

The second ‘explanation’ (compassion) is also far-fetched, because the teachers and the students do not have a personal relationship, so it is not likely that the teachers will feel compassion. And even if they feel compassion, then I still think that it will not lead leniency, because the teachers are professionals, who will not be influenced by their feelings.

Another explanation could be that there are several evaluators who each evaluate a number of exams. It could be that the students of the 20%-group are evaluated by the same teacher; and that the other students are evaluated by the other teachers. In this situation, it is possible that one teacher is evaluating leniently, while the other teachers are evaluating rigorously. In this case, the answer to the central question (What makes the students of the 20%-group different from the students of the 80%-group?) is that they are evaluated by different teachers.

However, at some exams, evaluators do not evaluate a number of exams entirely; rather they evaluate just one question of all the exams. One teacher evaluates question 1, while an other teacher evaluates question 2, and so on. In this situation, the students of the 20%-group are evaluated by the same teachers who have evaluated the students of the 80%-group.
The main point I want to make here, is that the 20%-group is not a special subgroup. The red arrow can not be explained solely by the ‘blue influence’. The empirical findings do not offer an explanation why 20% of the students have a higher grade for the open questions than for the MC-questions. I therefore turn to the right side of the framework below:

Figure 15
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The possible influence of the potentially influential variables
In the text above I assumed that there was no ‘yellow influence’ on the grades. At this moment I will consider the possible impact of the actual performance on the performance ratings. It may be that there is some ‘yellow influence’ after all. This would mean that some of the potentially influential variables have caused a difference in actual performance. This in turn may have lead to a difference in the performance ratings (the positive DIFFOpenQ; ‘the red upward arrow’). This is reflected by the following figure:

Figure 16



Situation II
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The red arrow represents the positive difference between the MC-grade and the OpenQ-grade. The upward red arrow is now caused by the yellow arrow (in stead of the blue arrow). This means that the students in the 20%-group have just performed better on the open questions than on the MC-questions.

When I explained my research design, I stated that I wanted to eliminate the yellow influence. This means that there should not be a yellow arrow. The red arrow (i.e. a difference between the OpenQ-grade and the MC-grade) should only be caused by the different treatment (i.e. discretion, which should cause a positive bias), represented by the blue arrow.

If there really is a yellow arrow, then this would mean that a potentially influential variable has had some influence. I wanted to eliminate such an influence by means of matching. Ideally, there should be no yellow arrow.
It is important to realise that there are two types of differences:

1) There is a difference between the OpenQ-grade and the MC-grade. This is the DIFFOpenQ, represented by the red arrow.

2) There is a difference between the DIFFOpenQ of the 20%-group and the DIFFOpenQ of the 80%-group. There is a difference in red arrows: the red arrow of the 20%-group is going upward, while the red arrow of the 80%-group is going downward.

I am looking for potentially influential variables that do not only lead to a DIFFOpenQ (the first difference), but also to a difference in the DIFFOpenQ-values (the second difference). In section II of this study, I identified five potentially influential variables. I will discus each in turn:

Potentially influential variable 1 (knowledge and skills of the students): This variable can not explain the difference between the MC-performance and the OpenQ-performance of the 20%-group. In other words: this variable can not explain the DIFFOpenQ of the 20%-group. This is because I have matched both parts of the exam on this potentially influential variable. I have used a within-subjects-design. The students who make the MC-part are equally smart as the students who make the OpenQ-part, because every student makes both parts. So the students of the 20%-group have made both parts of the exam; and this variable can therefore not explain the difference in performance.

Potentially influential variable 5 (situational factors): By matching on potentially influential variable 1, I have automatically matched both parts of the exam on this variable. 
Potentially influential variable 4 (lack of time): As I have explained in section III, I have chosen to ignore this variable. It is also very unlikely that this variable has caused the difference in the DIFFOpenQ of the 20%-group and the 80%-group.

It could be that the students of the 80%-group did not have enough time to complete the open questions, while the 20%-group worked quicker and did finish all of the open questions. At first sight, this could be an explanation for the negative DIFFOpenQ of the 80%-group. But when I look closer to the grades of the 80%-group, I see that there are some students with very high grades on the open questions. This contradicts the assumption that the students of the 80%-group did not have sufficient time to complete the open questions. Variable 4 can therefore not be the sole explanation for the difference between the 20%-group and the 80%-group.
Potentially influential variable 3 (difficulty of the questions): While this potentially influential variable can cause a difference between the two parts of the exam, it can not cause a difference between the 20%-group and the 80%-group. It may be that the open questions were more difficult than the MC-questions. In that case, the performance (and subsequently the grades) on the MC-part is higher than that on the open questions-part. However, the difficult open questions do not cause a difference between the OpenQ-grades, because the open questions are equally difficult for every student. Variable 3 can only lead to differences among the open questions-part, in the case of interaction. However, it is not likely that the interaction-effect has caused a difference between the 20%-group and the 80%-group, because there are also some large differences within the 20%-group and within the 80%-group (which can not be explained by the interaction-effect).
Potentially influential variable 2 (abilities required): Thus far, I have discussed four potentially influential variables. It is not likely that one of them has caused a difference between the 20%-group and the 80%-group. The most probable explanation is that the students of the 20%-group are just better in making open questions than in MC-questions. This could explain the positive DIFFOpenQ, because a positive DIFFOpenQ indicates that the grade for the open questions part of the exam is higher than the grade for the MC-part of the exam. The difference between the positive DIFFOpenQ of the 20%-group and the negative DIFFOpenQ of the 80%-group can also be explained by variable 2. The students of the 20%-group are better in making open questions in comparison with the students of the 80%-group. In the following part of this paragraph, I will investigate the possible impact of variable 2.
I want to find out if the students of the 20%-group are more able to make the open questions than the other students. To gain an intuitive understanding of the main point I want to make, I will consider a hypothetical situation. Assume that the grades of a modal student in the 20% group are a 5,5 for the MC-questions and a 6 for the open questions. This is presented in the following table:

	
	MC
	OpenQ

	grade
	5,5
	6


I would like to present two possible scenarios:

Scenario I

	
	MC
	OpenQ
	
	Q1
	Q2
	Q3
	Q4

	grade
	5,5
	6
	
	10
	5
	5
	4


Scenario II

	
	MC
	OpenQ
	
	Q1
	Q2
	Q3
	Q4

	grade
	5,5
	6
	
	6
	6
	6
	6


In scenario I the higher OpenQ-grade is solely caused by an enormous high grade for question 1. The students in the 20%-group have made question 1 extremely well, but they did not perform well on the other open questions. At first sight, scenario 1 would indicate that Q1 is a quite easy question. In this scenario, it is likely that potentially influential variable 3 (difficulty of the questions) has had some influence.

In scenario II the students in the 20%-group have scored relatively high on the open questions. In this scenario it is likely that those students are good in making open questions. This would mean that potentially influential variable 2 has had some influence.
The following scenario is somewhat more complex. Scenario III seems to indicate that the students have performed well on most of the open questions, except question 1.

Scenario III

	
	MC
	OpenQ
	
	Q1
	Q2
	Q3
	Q4

	20%-group
	5,5
	6
	
	3
	7
	7
	7


I want to find out if the students of the 20%-group are more able in making open questions than MC-questions in comparison with the students of the 80%-group. It is therefore important to compare the grades with the grades of the other students. I will now consider two possible scenarios:

Scenario IIIa

	
	MC
	OpenQ
	
	Q1
	Q2
	Q3
	Q4

	20%-group
	5,5
	6
	
	3
	7
	7
	7

	80%-group
	5,5
	5
	
	5
	5
	5
	5


Scenario IIIb

	
	MC
	OpenQ
	
	Q1
	Q2
	Q3
	Q4

	20%-group
	5,5
	6
	
	3
	7
	7
	7

	80%-group
	5,5
	5
	
	2
	6
	6
	6


Scenario IIIa is difficult to interpret. In this scenario, the difference in grades between the 20%-group and the 80%-group can not be explained by the influence of variable 2, because the 80%-group has performed better on Q1 and the 20%-group has performed better on the other open questions.

Scenario IIIb indicates that the students of the 20%-group are more able to make open questions than the MC-questions in comparison with the students of the 80%-group. Although the students of the 20%-group have scored low on question 1, that grade is still higher than that of the 80%-group. This means that the 20%-group has scored relatively high on the first open question. They have also high grades for the other open questions, both in absolute terms (the grades are higher than the MC-grade) and in relative terms (as compared with the 80%-group). This scenario would indicate that the students of the 20%-group are relatively good in making open questions, which means that variable 2 has a positive influence on the 20%-group.

This was only a hypothetical situation; the real situation is quite similar to scenario IIIb, as can be deduced from the two tables below:

Table 9
	80%-group
	MC
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	OpenQ
	DIFF

	Mean
	6,25
	5,34
	3,82
	4,29
	5,64
	3,56
	4,38
	4,50
	-1,74

	Median
	6,00
	5,00
	4,00
	4,00
	6,00
	3,00
	4,00
	4,50
	-1,67

	Mode
	5,50
	5,00
	2,00
	3,00
	7,00
	,00
	5,00
	4,67
	-1,67


Table 10
	20%-group
	MC
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	OpenQ
	DIFF

	Mean
	4,55
	5,76
	4,37
	5,30
	6,51
	4,90
	4,90
	5,29
	,7400

	Median
	4,50
	6,00
	4,00
	6,00
	7,00
	5,00
	5,00
	5,33
	,50

	Mode
	5,50
	5,00
	4,00
	6,00
	7,00
	2,00
	6,00
	6,67
	,17


This means that the red upward arrow of the 20%-group is caused by the yellow upward arrow. This means that a difference between the MC-grades and the OpenQ-grades is (at least partially) caused by a difference between the actual performance on the open questions-part of the exam and the MC-questions-part of the exam. 

A few pages ago, I noticed that there are two types of differences. At that moment, I referred to the differences in grades (“the red arrows”). At this moment, I am focussing on the differences in the actual performance (“the yellow arrows”).

1) The difference in actual performance on the open questions-part of the exam and the MC-part of the exam. This difference is represented by the yellow arrow.

2) The difference between the differences (in actual performance on both parts of the exam) of the 20%-group and the 80%-group. It is the difference between the yellow arrow of the 20%-group and the yellow arrow of the 80%-group.

By showing that variable 2 has caused a difference in the yellow arrows (the second difference), I have automatically showed that variable 2 has caused the existence of yellow arrows (the first difference). This means that variable 2 has caused a difference between the MC-part and the open questions part (i.e. the first difference). This means that the strict assumption of perfect matching is not sustainable.
The implications are enormous. Ideally, there should be no yellow arrow (i.e. there should be no difference in the actual performance). But in this paragraph I explained that it is very likely that potentially influential variable 2 has had some influence. This means that the red upward arrow of the 20%-group can be comprised of only the yellow upward arrow (situation II); it can be comprised of a small upward yellow arrow and a small upward blue arrow (situation III); it can also be comprised of a downward yellow arrow and a large blue upward arrow (situation IV). 

In situation III, the students of the 20%-group are good in making open questions, because their actual performance on the open questions is higher than their performance on the MC-questions. This is indicated by the yellow upward arrow. This explains in part the red upward arrow (i.e. the difference between their OpenQ-grade and their MC-grade). The red arrow is also caused by the blue upward arrow. This means that there is a positive bias (=leniency).

Figure 17



Situation III
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In situation IV the red arrow is the same as in the previous situation. However, in this situation the yellow arrow is going downward. This means that the students in the 20%-group have performed better on the MC-part of the exam. The blue arrow indicates that they have been very leniently evaluated.

Figure 18



Situation IV
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I only observe the red arrow. Ideally there should be no yellow arrow, so that the red arrow is only caused by the blue arrow. However, I have explained that there is at least a yellow arrow. The existence of the yellow arrow does not exclude the existence of a blue arrow. This makes it impossible to tell how large the blue arrow is. 

Conclusion

There are two main points that I want to make:

1) There is a “yellow arrow”; i.e. there is a “yellow influence”; i.e. there is a difference in actual performance on the open questions-part of the exam and the MC-part of the exam; i.e. one of the potentially influential variables has had some influence. Situations II, III and IV are applicable; situation I is not. 

2) There is a difference between the yellow arrow of the 20%-group and the yellow arrow of the 80%-group; and the yellow arrow of the 20%-group is more favorable than the yellow arrow of the 80%-group; i.e. the 20%-group is better in making open questions, than the 80%-group. 

5.2 The last two exams

Table 43 in the appendix provides data regarding the exam Integratievak 2005. In the table it can be seen that the 15th percentile of the MC-grades is 5,75. So only 15% of the students had a grade below the 5,75. This means that 85% of the students has a grade of 5,75 or higher. So more than 85% of the students has passed the (MC-part of the) exam. This is a very high proportion, and I am inclined to say that it is a too high proportion. For the other exams that I have discussed so far, that percentage is about 35% or 40%. The high percentage of 85% could therefore be an indication that the MC-questions of this exam were quite easy to make. This would mean that potentially influential variable 3 (difficulty of the questions) has had some influence on the performance.

The exam IRW2004 is also different from the first five exams, because it is the only exam in which the MC-grades are lower than the OpenQ-grades. In table 47 in the appendix the percentiles are shown. It can be seen that the MC-part is made very badly. The 70th percentile is a 5,25. So more than 70% of the students failed the MC-part of the exam. This is an unusual large proportion.
The basic idea behind my entire research design is that the performance ratings on the open questions are composed of two elements: 1) the actual performance, and 2) the bias.

1) OpenQ-Performance ratings = actual OpenQ-performance + bias

I am interested in the bias. The bias can be positive (leniency) or negative (rigorousness). In the first five exams I have found a negative bias.
 In the Integratievak-exam it also looks as if there is a negative bias, but it is a very and almost improbable large bias. 

The bias is measured as the difference between the performance ratings and the actual performance. The performance ratings are measured by the grades on the open questions. And the actual performance is measured by the actual performance on the MC-part of the exam.

2) MC-Performance ratings = actual MC-performance
A very important condition of my research design is that the actual MC-performance should be a good measure of the actual OpenQ-performance. However, I question the similarity of the performance on both parts of the exam; because the empirical findings would seem to indicate that variable 3 has caused a difference between the MC-performance and the OpenQ-performance.

5.3 Additional analysis
In this paragraph, I will present an additional analysis. I have divided the entire group of students into five subgroups. Each subgroup is comprised of 20% of all the students who have made the exam. The division into subgroups is based on the total grade of each student. The total grade is the weighted average of the MC-grade and the OpenQ-grade. The worst performing students belong to (sub)group 1, while the best performing students belong to (sub)group 5.
For each exam, I will look to the individual open questions. For each open question, I will present an interactive plot which shows the mean-grade of each subgroup for that open question. There are five subgroups, so – in principal
 – there are five dots; each dot shows the mean-grade of that subgroup. The interactive plots are presented in the Appendix.
 
It is interesting to see how the subgroups have performed on the individual open questions. For instance: the students of group 5 have the highest total grades, so the Q1-mean of group 5 should be higher than the Q1-mean of group 4. If this is not the case, then this is a very interesting peculiarity. In the interactive plot, the lower mean of group 5 (as compared to group 4) would be presented by a dot (of group 5) which is below the dot of group 4. This would mean that the line of dots is descending from group 4 to group 5. 
The lower mean of group 5 can not be explained by the potentially influential variables. It may be that question 1 was very difficult, but this does not explain why group 5 (which consists of students who have performed best on the entire exam) has a lower Q1-mean than group 4. A more probable explanation would be that group 5 has a large negative bias.
So if there are dots (on the interactive plots) that are descending, then this may be a clear indication of bias. However, all the interactive plots show an ascending line of dots. This means that the subgroups with a higher total grade, also have a higher grade on the individual open questions. So there is no clear indication of bias.
The interactive plots are still interesting, especially if the interactive plots of the individual open questions are compared to the interactive plot of the MC-part. The interactive plots of the individual open questions differ from the interactive plot of the MC-part. The results are also presented in the tables below. The column titled “Q1” presents the mean grade of each subgroup for question 1. The column titled “dif1” indicates the difference between the Q1-mean and the MC-mean.
Table 11
	HOR 2005

	
	Q1
	dif1
	Q2
	dif2
	Q3
	dif3
	Q4
	dif4
	Q5
	dif5
	Q6
	dif6
	OQ
	MC

	
	3,22
	-0,44
	1,73
	-1,93
	1,95
	-1,71
	3,51
	-0,15
	0,99
	-2,67
	1,5
	-2,16
	2,15
	3,66

	
	4,93
	-0,06
	2,98
	-2,01
	3,51
	-1,48
	5,32
	0,33
	2,52
	-2,47
	3,56
	-1,43
	3,8
	4,99

	
	5,59
	-0,45
	3,76
	-2,28
	4,59
	-1,45
	6,15
	0,11
	3,66
	-2,38
	4,23
	-1,81
	4,66
	6,04

	
	6,38
	-0,67
	4,93
	-2,12
	5,39
	-1,66
	6,52
	-0,53
	5,15
	-1,9
	5,58
	-1,47
	5,66
	7,05

	
	7,02
	-1,37
	6,3
	-2,09
	6,91
	-1,48
	7,42
	-0,97
	6,66
	-1,73
	7,72
	-0,67
	7,01
	8,39


Table 12
	IRS 2005

	
	Q1
	dif1
	Q2
	dif2
	Q3
	dif3
	OQ
	MC

	1
	2,72
	-1,16
	1,7
	-2,18
	2,21
	-1,67
	2,21
	3,88

	2
	4,33
	-0,88
	2,89
	-2,32
	4,03
	-1,18
	3,75
	5,21

	3
	5,75
	-0,25
	3,56
	-2,44
	5,15
	-0,85
	4,82
	6

	4
	5,94
	-1,12
	4,37
	-2,69
	6,21
	-0,85
	5,5
	7,06

	5
	7,14
	-0,92
	5,93
	-2,13
	7,24
	-0,82
	6,77
	8,06


Table 13
	IRW 2003

	
	Q1
	dif1
	Q2
	dif2
	Q3
	dif3
	Q4
	dif4
	OQ
	MC

	1
	2,91
	-1,14
	1,78
	-2,27
	2,54
	-1,51
	0,47
	-3,58
	2,02
	4,05

	2
	5,06
	-0,15
	3,14
	-2,07
	3,64
	-1,57
	1,18
	-4,03
	3,42
	5,21

	3
	5,93
	-0,1
	3,92
	-2,11
	4,45
	-1,58
	2,23
	-3,8
	4,3
	6,03

	4
	6,35
	-0,57
	4,73
	-2,19
	5,06
	-1,86
	3,81
	-3,11
	5,12
	6,92

	5
	7,18
	-0,64
	6,03
	-1,79
	6,03
	-1,79
	7,15
	-0,67
	6,7
	7,82


Table 14
	HOR 2004

	
	Q1
	dif1
	Q2
	dif2
	Q3
	dif3
	Q4
	dif4
	Q5
	dif5
	Q6
	dif6
	OQ
	MC

	
	2,42
	-1,36
	2,96
	-0,82
	2,86
	-0,92
	1,89
	-1,89
	1,64
	-2,14
	2,31
	-1,47
	2,35
	3,78

	
	4,35
	-0,8
	4,96
	-0,19
	4,25
	-0,9
	3,12
	-2,03
	3,77
	-1,38
	3,81
	-1,34
	4,04
	5,15

	
	5,33
	-0,74
	6,12
	0,05
	5,02
	-1,05
	4,12
	-1,95
	5,26
	-0,81
	4,48
	-1,59
	5,05
	6,07

	
	5,87
	-0,93
	6,79
	-0,01
	5,72
	-1,08
	4,86
	-1,94
	6,41
	-0,39
	5,82
	-0,98
	5,91
	6,8

	
	7,45
	-0,32
	7,7
	-0,07
	6,7
	-1,07
	6,23
	-1,54
	7,4
	-0,37
	7,44
	-0,33
	7,15
	7,77


Table 15
	Integratievak 2005

	
	Q1
	dif1
	Q2
	dif2
	Q3
	dif3
	OQ
	MC

	1
	1,37
	-3,95
	1,1
	-4,22
	1,76
	-3,56
	1,37
	5,32

	2
	3,11
	-3,61
	2,96
	-3,76
	4,11
	-2,61
	3,3
	6,72

	3
	4,74
	-2,67
	3,98
	-3,43
	5,89
	-1,52
	4,74
	7,41

	4
	6,46
	-1,48
	5,91
	-2,03
	6,84
	-1,1
	6,35
	7,94

	5
	7,98
	-0,87
	7,56
	-1,29
	8,59
	-0,26
	7,97
	8,85


Table 16
	IRW 2004

	
	Q1
	dif1
	Q2
	dif2
	Q3
	dif3
	Q4
	dif4
	OQ
	MC

	1
	3,41
	0,73
	2,74
	0,06
	2,06
	-0,62
	2,84
	0,16
	2,76
	2,68

	2
	4,79
	1,09
	4,83
	1,13
	3,59
	-0,11
	5,77
	2,07
	4,75
	3,7

	3
	5,36
	0,87
	5,68
	1,19
	4,84
	0,35
	7,28
	2,79
	5,79
	4,49

	4
	5,97
	0,63
	6,19
	0,85
	5,96
	0,62
	8,16
	2,82
	6,57
	5,34

	5
	6,97
	0,34
	7,31
	0,68
	7,09
	0,46
	9,22
	2,59
	7,65
	6,63


From the tables above, it is apparent that there are differences between the Qn-mean and the MC-mean. For six exams, those differences are negative. I will use the exam IRS2005 as an example to illustrate my point. The differences (the dif-values) are negative for each subgroup and for each question. However, the differences are differing. There are differences (in the dif-values) between the subgroups and there are differences (in the dif-values) between the questions.
The difference between the subgroups

The highest dif3-value of IRS2005 is -1,67. This is the difference between the Q3-mean and the MC-mean of subgroup 1. For subgroup 5, this difference is only -0,82. 
There are two interesting questions:
1. What has caused the dif-values?

2. What has caused the difference between the subgroups (in the dif-values)?

The dif-values indicate the difference between the open questions-part and the MC-part of the exam. Any difference can be caused by the different treatment (i.e. bias) or by a potentially influential variable (i.e. a difference in performance). It is important to understand that the dif-values indicate the total effect of the bias and the influence of the potentially influential variables. It is not possible to ascertain the sole effect of bias and the sole effect of the potentially influential variables.
With respect to the second question (which relates to the differences in the dif-values), it may also be due to bias or to the potentially influential variables. If there is bias, then the bias does not have to be equally spread among the five subgroups. It may be that some groups are evaluated more rigorously than the other groups. This could explain the difference in the dif-values. However, the difference may also be due to the effect of the potentially influential variables.

In the previous paragraph, I investigated the possible impact of variable 2 (the ability of the students to make open questions). I used the 20%-group and the 80%-group to illustrate my point. The 20%-group is comprised of good-performing students (i.e. the students of subgroup 5) and of bad-performing students (i.e. students of subgroup 1). So the students who are better in making open questions are spread among the five subgroups. This explains why there is no subgroup with a positive dif-value. However, it may be that a large proportion of the 20%-group belongs to a certain subgroup. This would have a positive effect on the dif-values of that subgroup. This could explain the differences in the dif-values between the subgroups.
Another explanation is the influence of variable 3 (difficulty of the questions) in combination with variable 1 (knowledge and skills of the students). There may be interaction between those variables. If an open question is very difficult, then this has – in general – a negative impact of the dif-value, because the students are likely to perform worse on an open question than on the MC-questions, if that open question is very difficult. However, the level of difficulty of that open question does not influence the performance on that question of each student in the same way. The highly-skilled students will still be able to perform well on a difficult open question. So for those students, the (negative) impact of the high level of difficulty is small. For low-skilled students, the difficult open question may have a disastrous impact on their performance. So control variable 3 may lead to differences (in the dif-values) between the subgroups.
Sometimes it seems if there is a certain pattern in the dif-values: most of the times, the dif-value of group 1 is lower than the dif-value of group 5. So one would be inclined to conclude that the total effect (of bias and the potentially influential variables) is smaller for the better-performing groups. However, this is not true, because the difference (between the MC-mean and the Qn-mean) of one of the middle subgroups is sometimes smaller than the difference (between the two means) of a better-performing subgroup. So there is no clear pattern in the differences between the five subgroups.

The difference between the questions
There are not only differences between the subgroups, there are also differences between the questions. For instance, the dif2-value of group 5 of the exam IRS2005 is -2,13, while the dif3-value is -0,82. For the other subgroups, the dif2-value is also lower than the dif3-value. In other words: the mean grade of every subgroup for question 2 is lower than the mean grade of each subgroup for question 3.
What has caused the difference (in the dif-values) between the questions? It may be that the bias is not the same for each question, but it may also be that the potentially influential variables have caused a difference between the questions.
If one would explain it by bias, then the bias would not only have to cause the dif-values, but it also has to cause a difference in the dif-values. This is not always likely. Why is the bias not the same for each question? Why are teachers evaluating the answers to certain questions more rigorously than the answers to other questions?
It is only likely if the questions are evaluated by different teachers. It might be that evaluator-specific characteristics influence bias. This could be an explanation for the lower dif2-value. It might be that question 2 was evaluated by a teacher who was very rigorously; and that question 3 was evaluated by a relative lenient teacher. This would mean that bias is not only influenced by discretion in the performance evaluation, but also by the type of evaluator.
Another possibility is that variable 3 has caused a difference between the questions. It may be that question 2 of the exam IRS 2005 was just more difficult than question 3. The higher level of difficulty of question 2 has resulted in a lower Q2/mean for every subgroup. In the previous paragraph, I already explained that I think that the questions are not always equally difficult. So variable 3 is a plausible explanation for the differences between the questions.
Conclusion

The main contribution of this paragraph is that I have established that there are differences in the differences between the MC-part and the open questions-part (i.e. the dif-values). There are differences (in the dif-values) between the questions, and there are differences (in the dif-values) between the five subgroups. There is no clear pattern in the dif-values. Most of the times, the dif-values of the better-performing subgroups are higher than the dif-values of the other subgroups. However, this is not true for each subgroup and for each question. So there is no clear pattern on which I can base certain conclusions.
5.4 Concluding remarks

In this chapter I have discussed the empirical findings. My main conclusion is that I can not draw any hard conclusions. This is why this paragraph is titled “Concluding remarks” and not “Conclusions”.

I can make some general remarks. Most of the exams show the same pattern. This concerns the first five exams that I have discussed. The general pattern is as follows:  Only a small fraction of the students have scored higher on the open questions-part of the exam than on the MC questions-part of the exam. The majority of the students have a negative DIFFOpenQ, which means that they have scored higher on the MC-questions.

The last two exams that I have discussed show a different pattern. The MC-grades for the exam Integratievak 2005 greatly exceed the grades on the open questions. The exam IRW 2004 is the only exam in the grades of the open questions are higher than the MC-grades.

With respect to the compression of the grades, the exams exhibit a similar pattern. The empirical findings do not seem to support the compression-proposition, because – for most questions – the AD_MC is smaller than the AD of the open questions.
My explanation for the difference between both parts of the exams would not be the different treatment, but the different influence of the potentially influential variables 2 and 3 (i.e ability to make open questions, and the difficulty of the questions). But this is just one possible explanation. Other explanations are also possible. 

The main consequence is that I can not accept or reject my hypotheses. Due to the imperfect matching (and the subsequent influence of the potentially influential variables), it is impossible to detect any bias of the grades.
I do not know why there are differences between both parts of the exam, but I do know that the differences are significant. This means that if an arbitrary student makes an exam – similar to the exams I have investigated – then there is a high probability that his MC-grade will be higher than the grade of the open questions.
Chapter 6: Conclusions

This study is subject to several limitations:

- The most obvious limitation is that I was not able to match on potentially influential variables 2 and 3. This made it hard to tell if the difference in grades between MC-part and the OpenQ-part was due to bias (leniency) or due to the influence of the potentially influential variable.

- Another limitation is that the data only included the grades and not the names or student-numbers of the corresponding students. To obtain the data, I needed the permission of the faculty director. His permission only covered the grades, and not the names of the corresponding students, because that would be a violation of the privacy of those students.

Knowing the student-numbers would have given me a great advantage. I have selected exams from two years (2003/2004 and 2004/2005). This means that the students who have made the exam HOR2005 have probably also made the exams IRW2004
, IRS2005, Inleiding publiekrecht 2005, and Integratievak 2005. If I had known the names or student-number of the corresponding students, than I could have compared the grades of a particular student for the exam HOR2005 with the grades he received for the other exams of that year. This way, I could investigate if a student with a high positive DIFFOpenQ for an exam, also performed very well on the open questions of the other exams. If this would turn out to be the case, then this would be an indication that that particular student is very good in making open questions (variable 2). If I had possessed that data, then that would have allowed me to better ascertain the influence of variable 2. In my study, I have just conducted 7 separate experiments (i.e. the 7 exams), without the possibility of comparing those exams.

The main contributions of my thesis:

- Most of the literature regarding performance evaluation concerns the company-setting. Performance evaluation can also take place in other settings. My thesis emphasizes the importance of the setting in which the performance evaluation takes places. There are important differences between the university-setting and the company-setting; and because of those differences, the effect of discretion on the performance ratings is not the same in the two settings. So, when investigating performance evaluation, the setting in which it takes places, should be taken into account. This important notion is emphasized in my thesis.
- In my literature-review, I identified twelve factors that might cause bias in the performance evaluation. It raises a number of questions: Is it sufficient (for bias to occur) that only one factor is present? Is the amount of bias larger if more of the factors are present? Is there a different degree of leniency in a situation in which 6 factors are present, compared to a situation in which all twelve factors are present? Other questions relate to the distributive justice of the performance ratings: Do biased and compressed performance ratings still reflect the underlying performance accurately? Do the within-group rankings remain the same? Future research could address those questions.
- In my empirical research I found (for six exams) significant negative differences between the MC-grades and the OpenQ-grades. This means that if an arbitrary student makes an exam – similar to the exams I have investigated – then there is a high probability that his MC-grade will be higher than the grade of the open questions. So, in my thesis, I have established that there are significant differences between the grades, although I was not able to fully explain the exact cause of those differences. 
A number of directions for future research emerge from this study:

- Future research could attempt to overcome the limitations I faced in my study. Future research must find a way to deal with variable 2. A good starting point would be to obtain data of both the grades and the corresponding students.

- It could also be interesting to investigate the leniency-proposition and the compression-proposition in another setting. In section I of my master thesis I described twelve factors that might lead to lenient grades. I explained that those factors are not present in the university-setting, but they may be present in a high school-setting. That setting is more similar to the company-setting. It is therefore interesting to find out if discretion in the high school-setting would lead to lenient performance ratings. Future research could address this research topic.

- The university-setting could be broken down into sub-settings. I have investigated bachelor1-courses. Those courses are followed by hundreds of students. It is a very anonymous setting. One could also investigate master-seminars. This sub-setting is very different to the sub-setting I have investigated. Those seminars consist of 20 to 30 students, and the teacher gets acquainted with those students: there is a high level of interaction between the teacher and the students. A study into the effect of discretion on the performance ratings might lead to very different conclusions, than the conclusions I have reached in my (sub)setting.  
- The literature review of my thesis raises a number of questions. In my thesis, those questions were not relevant to my research question, because I concluded that those factors were not present in my setting; so I have not investigated those questions. But in the company-setting – in which the factors are present – it is relevant to investigate the exact effect of each individual factor. Further research could investigate the exact influence of the twelve factors in the company-setting; to find an answer to those questions.

Appendix

A1: Empirical results of the exam HOR 2005

A2: Empirical results of the exam IRS 2005

A3: Empirical results of the exam IRW 2003

A4: Empirical results of the exam HOR 2004

A5: Empirical results of the exam PUB 2005

A6: Empirical results of the exam Integratievak 2005

A7: Empirical results of the exam IRW 2004

A1: Empirical results of the exam HOR 2005

A1.1 Frequency distributions
[image: image19.emf]MC 12,00 9,00 6,00 3,00 0,00 Frequency 80 60 40 20 0 MC Mean =5,99
 Std. Dev. =1,891
 N =669


[image: image20.emf]Q1 12,00 9,00 6,00 3,00 0,00 Frequency 200 150 100 50 0 Q1 Mean =5,39
 Std. Dev. =2,03
 N =669


[image: image21.emf]Q2 12,00 9,00 6,00 3,00 0,00 Frequency 120 100 80 60 40 20 0 Q2 Mean =3,90
 Std. Dev. =2,356
 N =669


[image: image22.emf]Q3 12,00 9,00 6,00 3,00 0,00 Frequency 120 100 80 60 40 20 0 Q3 Mean =4,43
 Std. Dev. =2,56
 N =669

[image: image23.emf]Q4 12,00 9,00 6,00 3,00 0,00 Frequency 200 150 100 50 0 Q4 Mean =5,75
 Std. Dev. =2,294
 N =669

[image: image24.emf]Q5 12,00 9,00 6,00 3,00 0,00 Frequency 120 100 80 60 40 20 0 Q5 Mean =3,75
 Std. Dev. =2,836
 N =669

[image: image25.emf]Q6 12,00 9,00 6,00 3,00 0,00 Frequency 100 80 60 40 20 0 Q6 Mean =4,46
 Std. Dev. =2,831
 N =669


[image: image26.emf]OpenQ 10,00 8,00 6,00 4,00 2,00 0,00 Frequency 80 60 40 20 0 OpenQ Mean =4,61
 Std. Dev. =1,806
 N =669


A1.2 Percentile scores
[image: image27.emf]OpenQ Q6 Q5 Q4 Q3 Q2 Q1 MC 10 8 6 4 2 0 793 802 831 850 855 856 581 724 725 731


Table 17
	 
	MC
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	OpenQ

	N
	Valid
	669
	669
	669
	669
	669
	669
	669
	669

	 
	Missing
	199
	199
	199
	199
	199
	199
	199
	199

	Percentiles
	5
	3,0000
	1,5000
	1,0000
	,0000
	1,0000
	,0000
	,0000
	1,5000

	 
	10
	3,5000
	3,0000
	1,0000
	,0000
	2,0000
	,0000
	,0000
	2,0000

	 
	15
	4,0000
	3,0000
	1,0000
	1,0000
	3,0000
	,0000
	1,0000
	2,6667

	 
	20
	4,0000
	4,0000
	2,0000
	2,0000
	4,0000
	1,0000
	2,0000
	3,1667

	 
	25
	4,5000
	5,0000
	2,0000
	3,0000
	4,0000
	2,0000
	2,0000
	3,4167

	 
	30
	5,0000
	5,0000
	2,0000
	3,0000
	5,0000
	2,0000
	3,0000
	3,6667

	 
	35
	5,5000
	5,0000
	3,0000
	3,0000
	5,0000
	2,0000
	3,0000
	4,0000

	 
	40
	5,5000
	5,0000
	3,0000
	4,0000
	6,0000
	2,0000
	4,0000
	4,1667

	 
	45
	5,5000
	5,0000
	3,0000
	4,0000
	6,0000
	3,0000
	4,0000
	4,5000

	 
	50
	6,0000
	5,0000
	4,0000
	5,0000
	6,0000
	3,0000
	4,0000
	4,6667

	 
	55
	6,0000
	6,0000
	4,0000
	5,0000
	7,0000
	4,0000
	5,0000
	4,8333

	 
	60
	6,5000
	6,0000
	4,0000
	5,0000
	7,0000
	4,0000
	5,0000
	5,0000

	 
	65
	7,0000
	6,0000
	5,0000
	6,0000
	7,0000
	5,0000
	5,0000
	5,4167

	 
	70
	7,0000
	6,0000
	5,0000
	6,0000
	7,0000
	5,0000
	6,0000
	5,6667

	 
	75
	7,5000
	7,0000
	5,0000
	6,0000
	7,0000
	6,0000
	6,0000
	6,0000

	 
	80
	8,0000
	7,0000
	6,0000
	7,0000
	7,0000
	7,0000
	7,0000
	6,1667

	 
	85
	8,0000
	7,0000
	7,0000
	7,0000
	8,0000
	7,0000
	8,0000
	6,5000

	 
	90
	8,5000
	8,0000
	7,0000
	8,0000
	8,0000
	8,0000
	9,0000
	7,0000

	 
	95
	9,0000
	9,0000
	8,0000
	8,0000
	9,0000
	9,0000
	9,5000
	7,5000


A1.3 Analysis of the grades at the individual level
Table 18
	 
	DIFFQ1
	DIFFQ2
	DIFFQ3
	DIFFQ4
	DIFFQ5
	DIFFQ6
	DIFFOpenQ

	N
	Valid
	669
	669
	669
	669
	669
	669
	669

	 
	Missing
	72
	72
	72
	72
	72
	72
	72

	Mean
	-,5972
	-2,0874
	-1,5613
	-,2429
	-2,2399
	-1,5299
	-1,3764

	Median
	-,5000
	-2,0000
	-1,5000
	,0000
	-2,5000
	-1,5000
	-1,3333

	Mode
	,00
	-2,50
	-1,50
	,50(a)
	-3,50
	-2,00
	-1,67(a)

	Std. Deviation
	1,89238
	2,05815
	2,29553
	2,26906
	2,44620
	2,24839
	1,37256

	Variance
	3,581
	4,236
	5,269
	5,149
	5,984
	5,055
	1,884

	Skewness
	-,030
	,199
	-,026
	-,250
	,235
	,062
	,045

	Std. Error of Skewness
	,094
	,094
	,094
	,094
	,094
	,094
	,094

	Kurtosis
	,241
	,005
	-,287
	-,097
	-,379
	-,061
	,892

	Std. Error of Kurtosis
	,189
	,189
	,189
	,189
	,189
	,189
	,189

	Range
	11,50
	12,00
	13,50
	13,00
	13,00
	14,00
	11,50

	Minimum
	-6,50
	-7,50
	-7,50
	-7,00
	-8,50
	-9,00
	-6,50

	Maximum
	5,00
	4,50
	6,00
	6,00
	4,50
	5,00
	5,00

	Sum
	-399,50
	-1396,50
	-1044,50
	-162,50
	-1498,50
	-1023,50
	-920,83

	Percentiles
	5
	-3,5000
	-5,5000
	-5,5000
	-4,5000
	-6,0000
	-5,2500
	-3,5000

	 
	10
	-3,0000
	-5,0000
	-4,5000
	-3,0000
	-5,0000
	-4,5000
	-3,0000

	 
	15
	-2,5000
	-4,0000
	-4,0000
	-2,5000
	-4,5000
	-3,7500
	-2,6667

	 
	20
	-2,0000
	-3,5000
	-3,5000
	-2,0000
	-4,5000
	-3,5000
	-2,5000

	 
	25
	-2,0000
	-3,5000
	-3,0000
	-1,5000
	-4,0000
	-3,0000
	-2,3333

	 
	30
	-1,5000
	-3,0000
	-3,0000
	-1,5000
	-3,5000
	-3,0000
	-2,1667

	 
	35
	-1,5000
	-3,0000
	-2,5000
	-1,0000
	-3,5000
	-2,5000
	-1,8333

	 
	40
	-1,0000
	-2,5000
	-2,0000
	-1,0000
	-3,0000
	-2,0000
	-1,6667

	 
	45
	-1,0000
	-2,5000
	-2,0000
	-,5000
	-3,0000
	-2,0000
	-1,5000

	 
	50
	-,5000
	-2,0000
	-1,5000
	,0000
	-2,5000
	-1,5000
	-1,3333

	 
	55
	-,5000
	-2,0000
	-1,0000
	,5000
	-2,0000
	-1,5000
	-1,1667

	 
	60
	,0000
	-1,5000
	-1,0000
	,5000
	-2,0000
	-1,0000
	-1,0000

	 
	65
	,0000
	-1,5000
	-,5000
	1,0000
	-1,5000
	-,5000
	-,8333

	 
	70
	,5000
	-1,0000
	-,5000
	1,0000
	-1,0000
	-,5000
	-,6667

	 
	75
	,5000
	-,5000
	,0000
	1,5000
	-,5000
	,0000
	-,5000

	 
	80
	1,0000
	-,5000
	,5000
	1,5000
	,0000
	,5000
	-,1667

	 
	85
	1,5000
	,0000
	1,0000
	2,0000
	,5000
	1,0000
	,1667

	 
	90
	2,0000
	1,0000
	1,5000
	2,5000
	1,0000
	1,5000
	,3333

	 
	95
	2,5000
	1,5000
	2,0000
	3,0000
	2,0000
	2,0000
	,8333


A1.4 Additional analysis
Table 19: Descriptive statistics of the “20%-group”

	 
	MC
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	OpenQ
	DIFF

	N
	Valid
	100
	100
	100
	100
	100
	100
	100
	100
	100

	 
	Missing
	767
	767
	767
	767
	767
	767
	767
	767
	767

	Mean
	4,5500
	5,7600
	4,3700
	5,3000
	6,5100
	4,9000
	4,9000
	5,2900
	,7400

	Median
	4,5000
	6,0000
	4,0000
	6,0000
	7,0000
	5,0000
	5,0000
	5,3333
	,5000

	Mode
	5,50
	5,00
	4,00
	6,00
	7,00
	2,00
	6,00
	6,67
	,17

	Std. Deviation
	1,63222
	1,74726
	2,40225
	2,29844
	1,64221
	2,85509
	2,60729
	1,48498
	,70565

	Variance
	2,664
	3,053
	5,771
	5,283
	2,697
	8,152
	6,798
	2,205
	,498

	Skewness
	-,254
	-,157
	,391
	-,463
	-,695
	-,104
	,035
	-,146
	2,962

	Std. Error of Skewness
	,241
	,241
	,241
	,241
	,241
	,241
	,241
	,241
	,241

	Kurtosis
	-,381
	,119
	-,577
	-,203
	,589
	-1,063
	-,672
	-,720
	13,612

	Std. Error of Kurtosis
	,478
	,478
	,478
	,478
	,478
	,478
	,478
	,478
	,478

	Minimum
	,00
	1,00
	,00
	,00
	2,00
	,00
	,00
	1,83
	,17

	Maximum
	7,50
	9,00
	10,00
	10,00
	10,00
	10,00
	10,00
	8,17
	5,00

	Percentiles
	5
	1,5250
	2,0500
	1,0000
	,0500
	3,0000
	,0000
	1,0000
	2,6750
	,1667

	 
	10
	2,5000
	3,1000
	1,0000
	2,1000
	4,0000
	1,0000
	1,0000
	3,1667
	,1667

	 
	15
	3,0000
	4,0000
	2,0000
	3,0000
	5,0000
	2,0000
	2,0000
	3,5250
	,1667

	 
	20
	3,0000
	5,0000
	2,0000
	3,0000
	6,0000
	2,0000
	2,2000
	4,0000
	,1667

	 
	25
	3,5000
	5,0000
	2,0000
	4,0000
	6,0000
	2,0000
	3,0000
	4,3333
	,3333

	 
	30
	3,5000
	5,0000
	3,0000
	4,0000
	6,0000
	3,0000
	4,0000
	4,5000
	,3333

	 
	35
	4,0000
	5,0000
	3,0000
	4,3500
	6,0000
	3,3500
	4,0000
	4,6667
	,3333

	 
	40
	4,0000
	5,0000
	4,0000
	5,0000
	7,0000
	4,0000
	4,0000
	4,8333
	,5000

	 
	45
	4,5000
	5,0000
	4,0000
	5,4500
	7,0000
	5,0000
	5,0000
	5,0750
	,5000

	 
	50
	4,5000
	6,0000
	4,0000
	6,0000
	7,0000
	5,0000
	5,0000
	5,3333
	,5000

	 
	55
	5,0000
	6,0000
	4,0000
	6,0000
	7,0000
	5,5500
	5,0000
	5,6667
	,6667

	 
	60
	5,0000
	6,0000
	5,0000
	6,0000
	7,0000
	6,0000
	6,0000
	5,7667
	,6667

	 
	65
	5,5000
	6,0000
	5,0000
	6,0000
	7,0000
	6,6500
	6,0000
	6,0000
	,8333

	 
	70
	5,5000
	7,0000
	6,0000
	7,0000
	7,0000
	7,0000
	6,0000
	6,2833
	,8333

	 
	75
	5,5000
	7,0000
	6,0000
	7,0000
	7,0000
	7,0000
	6,0000
	6,4583
	1,0000

	 
	80
	6,0000
	7,0000
	6,8000
	7,0000
	8,0000
	8,0000
	7,8000
	6,6667
	1,1667

	 
	85
	6,4250
	8,0000
	7,0000
	8,0000
	8,0000
	8,0000
	8,0000
	6,8083
	1,3083

	 
	90
	6,5000
	8,0000
	8,0000
	8,0000
	8,0000
	9,0000
	8,9000
	7,3333
	1,5000

	 
	95
	7,4750
	9,0000
	9,0000
	9,0000
	9,0000
	9,0000
	9,0000
	7,6667
	1,8250


A1.5 Reliability-analysis
In this subsection I will discuss the internal consistency of the exam. The exam is used as an instrument to measure the extent to which students master the contents of the course. The “degree to which students master the contents of the course” is a complex concept. It can not be measured by asking the students a single question. A single question can not capture all the dimensions of the contents of the course. That is why multiple questions are used to achieve a broad coverage of the various dimensions of the concept. The exam can be seen as a composite measure. It consists of several questions (items) and all those questions should reflect the same underlying construct (the degree to which students master the contents of the course).

The exam should be a reliable instrument to measure the underlying construct. Students, who fully master the contents of the course, should perform well on the exam. A composite measure is said to be reliable if all the items reflect the same underlying construct.
 So the items (the questions of the exam) should yield similar results. If this is the case, then the exam is reliable.

One way to investigate the internal consistency of the exam is by studying the correlations. If the items are related to each other, then they reflect the same underlying construct. 

Table 20: Inter-Item Correlation Matrix

	 
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	MC

	Q1
	1,000
	,448
	,481
	,412
	,410
	,418
	,536

	Q2
	,448
	1,000
	,389
	,347
	,488
	,459
	,549

	Q3
	,481
	,389
	1,000
	,379
	,443
	,499
	,502

	Q4
	,412
	,347
	,379
	1,000
	,401
	,401
	,425

	Q5
	,410
	,488
	,443
	,401
	1,000
	,474
	,525

	Q6
	,418
	,459
	,499
	,401
	,474
	1,000
	,610

	MC
	,536
	,549
	,502
	,425
	,525
	,610
	1,000


A high positive correlation implies that a students who performs well on a particular question, is likely to perform also well on other questions.

While there is a lot of information to be gleaned from looking at correlations, what you really want is a single summary statistic that tells us how reliable our survey is. There are several ways to do this, the most common of which is Cronbach's alpha.

Table 21: Reliability Statistics

	Cronbach's Alpha
	Cronbach's Alpha Based on Standardized Items
	N of Items

	,848
	,855
	7


Table 22: Item-Total Statistics

	 
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Squared Multiple Correlation
	Cronbach's Alpha if Item Deleted

	Q1
	28,2713
	119,833
	,602
	,390
	,830

	Q2
	29,7616
	114,919
	,599
	,387
	,829

	Q3
	29,2354
	111,516
	,604
	,381
	,828

	Q4
	27,9170
	119,313
	,522
	,279
	,839

	Q5
	29,9141
	106,530
	,618
	,390
	,827

	Q6
	29,2040
	105,212
	,646
	,453
	,822

	MC
	27,6741
	117,439
	,725
	,543
	,816


If one item is not related to the other items, then it is probably not measuring the same concept. Consequently, that item does not belong to the exam. It should therefore not be included in my analysis of the grades of the exam.

A1.6 Additional analysis: the five subgroups
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A2:  Empirical results of the exam IRS 2005

A2.1 Frequency distributions
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[image: image37.emf]Q2 12,00 9,00 6,00 3,00 0,00 Frequency 120 100 80 60 40 20 0 Q2 Mean =3,66
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[image: image38.emf]Q3 12,00 9,00 6,00 3,00 0,00 Frequency 100 80 60 40 20 0 Q3 Mean =4,93
 Std. Dev. =2,485
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 N =747


A2.2 Percentile scores
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Table 23
	
	MC
	Q1
	Q2
	Q3
	OpenQ

	N
	Valid
	747
	747
	747
	747
	747

	 
	Missing
	0
	0
	0
	0
	0

	Percentiles
	5
	3,0000
	,0000
	,0000
	,0000
	1,3333

	 
	10
	3,6500
	2,0000
	1,0000
	,0000
	2,1667

	 
	15
	4,2500
	2,5000
	1,0000
	2,0000
	2,6667

	 
	20
	4,5000
	3,0000
	2,0000
	3,0000
	3,0000

	 
	25
	4,5000
	4,0000
	2,0000
	3,5000
	3,3333

	 
	30
	5,0000
	4,0000
	2,5000
	4,0000
	3,6667

	 
	35
	5,5000
	4,5000
	3,0000
	4,5000
	4,0000

	 
	40
	5,5000
	5,0000
	3,0000
	4,5000
	4,3333

	 
	45
	5,7500
	5,5000
	3,0000
	5,0000
	4,5000

	 
	50
	6,2500
	5,5000
	3,5000
	5,0000
	4,8333

	 
	55
	6,2500
	6,0000
	4,0000
	5,2000
	5,0000

	 
	60
	6,7500
	6,0000
	4,0000
	6,0000
	5,1667

	 
	65
	7,0000
	6,0000
	4,5000
	6,0000
	5,3333

	 
	70
	7,0000
	6,5000
	5,0000
	6,5000
	5,6667

	 
	75
	7,5000
	7,0000
	5,0000
	7,0000
	5,8333

	 
	80
	7,5000
	7,0000
	5,5000
	7,0000
	6,0000

	 
	85
	8,0000
	7,5000
	6,0000
	7,5000
	6,3333

	 
	90
	8,2500
	8,0000
	6,5000
	8,0000
	6,8333

	 
	95
	8,7500
	8,3000
	7,5000
	8,5000
	7,3333


A2.3 Analysis of the grades at the individual level
Table 24
	
	DIFFQ1
	DIFFQ2
	DIFFQ3
	DIFFOpenQ

	N
	Valid
	747
	747
	747
	747

	 
	Missing
	0
	0
	0
	0

	Mean
	-,8655
	-2,3507
	-1,0783
	-1,4315

	Median
	-,7500
	-2,5000
	-1,0000
	-1,4167

	Mode
	,00
	-2,50
	,00
	-2,50(a)

	Std. Deviation
	2,17902
	2,10283
	2,37539
	1,69173

	Variance
	4,748
	4,422
	5,642
	2,862

	Skewness
	-,277
	,152
	-,360
	-,059

	Std. Error of Skewness
	,089
	,089
	,089
	,089

	Kurtosis
	,048
	,229
	,254
	-,229

	Std. Error of Kurtosis
	,179
	,179
	,179
	,179

	Range
	14,50
	13,25
	14,00
	9,92

	Minimum
	-8,25
	-8,50
	-9,00
	-6,17

	Maximum
	6,25
	4,75
	5,00
	3,75

	Percentiles
	5
	-4,7500
	-5,7500
	-5,5000
	-4,3000

	 
	10
	-3,7500
	-5,0000
	-4,2500
	-3,6833

	 
	15
	-3,2500
	-4,5000
	-3,5000
	-3,1667

	 
	20
	-2,7500
	-4,0000
	-3,0000
	-2,9167

	 
	25
	-2,2500
	-3,7500
	-2,5000
	-2,5000

	 
	30
	-2,0000
	-3,5000
	-2,2500
	-2,3333

	 
	35
	-1,5000
	-3,2500
	-1,7500
	-2,0833

	 
	40
	-1,2500
	-3,0000
	-1,5000
	-1,9167

	 
	45
	-1,0000
	-2,7500
	-1,1000
	-1,6667

	 
	50
	-,7500
	-2,5000
	-1,0000
	-1,4167

	 
	55
	-,5000
	-2,2500
	-,5000
	-1,1667

	 
	60
	-,2500
	-2,0000
	-,3000
	-1,0000

	 
	65
	,0000
	-1,5000
	,0000
	-,7500

	 
	70
	,2500
	-1,2500
	,0000
	-,5000

	 
	75
	,5000
	-1,0000
	,5000
	-,2500

	 
	80
	1,0000
	-,5000
	,7500
	,0833

	 
	85
	1,5000
	-,2500
	1,2500
	,4167

	 
	90
	1,7500
	,2500
	2,0000
	,8333

	 
	95
	2,5000
	1,1500
	2,5000
	1,2500


a  Multiple modes exist. The smallest value is shown

A2.4 Additional analysis
The frequency distributions indicate that lots of students have obtained a ‘zero-grade’ for some questions. This is especially true for question 3. More than 10% of the students have a zero-grade. In this subparagraph I will pay attention to those “zero-grades”. Actually, there are two types of zero-grades. Some students have obtained zero points for a particular question, while other students have obtained absolutely no points at all for a particular question. In the previous analyses I have treated both types of zero-grades as a grade of zero points. It does not matter for the total score, if a student has 0 points for question 3 or no points for question 3. His total score remains the same.

However, it may have some bearing on the ultimate analysis. It may be that students who have given a nonsense-answer to a question, have obtained a score of 0 points (because the answer they  have given is false), and that students who have given no answer at all, have obtained no points for that question. If this is true, then this may influence the interpretation of the results. Students who have given no answer at all, do not have the opportunity to be evaluated leniently, because the evaluators do not have anything to evaluate. On the other hand; students who have given a long but completely false answer, are not even given 1 little point for their efforts. In that case, evaluators do have an opportunity to be lenient (because the students have given answer that can be evaluated), but they do not use that opportunity. So it may matter if the zero-grades are scores of 0 points of scores of no points. Scores of 0 points may be an indication that evaluators are rigorous. Scores of no points should be left out from the analysis, because evaluators do not have the opportunity to evaluate those students leniently.

In this subparagraph I will redo my analyses, but without the scores of no points. I will perform an analysis for each of the three questions.  With respect to question 1, there are 40 students who have given no answer to that question. Those students are now treated as missing values. The mean of Q1 (5,4378) is higher than the original mean (5,1466), because the 40 students with a zero-grade are left out from the analysis. The MC-mean (6,0877) is slightly higher than the original MC-mean (6,0120). The results are still the same. Students have higher grades on the MC-part than on the open questions-part of the exam.
Table 25
	 
	MC1
	Q1
	MC2
	Q2
	MC3
	Q3

	N
	Valid
	707
	707
	699
	699
	726
	726

	 
	Missing
	40
	40
	48
	48
	21
	21

	Mean
	6,0877
	5,4378
	6,1105
	3,9127
	6,0640
	5,0764

	Median
	6,2500
	5,5000
	6,2500
	4,0000
	6,2500
	5,0000

	Mode
	7,00
	6,00
	7,00
	3,00
	7,00
	5,00

	Std. Deviation
	1,79414
	1,92098
	1,76342
	1,95405
	1,78809
	2,37298

	Variance
	3,219
	3,690
	3,110
	3,818
	3,197
	5,631

	Skewness
	-,257
	-,367
	-,218
	,364
	-,225
	-,492

	Std. Error of Skewness
	,092
	,092
	,092
	,092
	,091
	,091

	Kurtosis
	-,438
	-,270
	-,476
	-,314
	-,477
	-,213

	Std. Error of Kurtosis
	,184
	,184
	,185
	,185
	,181
	,181

	Percentiles
	5
	3,0000
	2,0000
	3,0000
	1,0000
	3,0000
	,0000

	 
	10
	3,7500
	2,5000
	3,7500
	1,0000
	3,7500
	1,5000

	 
	15
	4,2500
	3,0000
	4,2500
	2,0000
	4,2500
	3,0000

	 
	20
	4,5000
	3,5000
	4,5000
	2,0000
	4,5000
	3,5000

	 
	25
	5,0000
	4,0000
	5,0000
	2,5000
	5,0000
	4,0000

	 
	30
	5,0000
	4,5000
	5,0000
	3,0000
	5,0000
	4,0000

	 
	35
	5,5000
	5,0000
	5,5000
	3,0000
	5,5000
	4,5000

	 
	40
	5,7500
	5,5000
	5,7500
	3,0000
	5,7500
	4,5000

	 
	45
	5,7500
	5,5000
	5,7500
	3,5000
	5,7500
	5,0000

	 
	50
	6,2500
	5,5000
	6,2500
	4,0000
	6,2500
	5,0000

	 
	55
	6,7500
	6,0000
	6,7500
	4,0000
	6,7125
	5,5000

	 
	60
	6,7500
	6,0000
	6,7500
	4,5000
	6,7500
	6,0000

	 
	65
	7,0000
	6,0000
	7,0000
	4,5000
	7,0000
	6,0000

	 
	70
	7,0000
	6,5000
	7,0000
	5,0000
	7,0000
	6,5000

	 
	75
	7,5000
	7,0000
	7,5000
	5,0000
	7,5000
	7,0000

	 
	80
	7,5000
	7,0000
	7,5000
	5,5000
	7,5000
	7,0000

	 
	85
	8,0000
	7,5000
	8,0000
	6,0000
	8,0000
	7,5000

	 
	90
	8,2500
	8,0000
	8,2500
	6,5000
	8,2500
	8,0000

	 
	95
	8,7500
	8,5000
	8,7500
	7,5000
	8,7500
	8,5000


Table 26
	 
	DIFFQ1
	DIFFQ2
	DIFFQ3

	N
	Valid
	707
	699
	726

	 
	Missing
	40
	48
	21

	Mean
	-,6499
	-2,1978
	-,9876

	Median
	-,5000
	-2,5000
	-,7500

	Mode
	,00
	-2,50
	,00

	Std. Deviation
	2,00252
	2,02932
	2,33087

	Variance
	4,010
	4,118
	5,433

	Skewness
	-,106
	,254
	-,376

	Std. Error of Skewness
	,092
	,092
	,091

	Kurtosis
	-,120
	,150
	,372

	Std. Error of Kurtosis
	,184
	,185
	,181

	Percentiles
	5
	-4,2500
	-5,5000
	-5,0000

	 
	10
	-3,2500
	-4,7500
	-4,0000

	 
	15
	-2,7500
	-4,2500
	-3,2500

	 
	20
	-2,5000
	-4,0000
	-2,7500

	 
	25
	-2,0000
	-3,5000
	-2,5000

	 
	30
	-1,7500
	-3,2500
	-2,0000

	 
	35
	-1,2500
	-3,0000
	-1,7500

	 
	40
	-1,0000
	-2,7500
	-1,2500

	 
	45
	-,7500
	-2,5000
	-1,0000

	 
	50
	-,5000
	-2,5000
	-,7500

	 
	55
	-,2500
	-2,0000
	-,5000

	 
	60
	,0000
	-1,7500
	-,2500

	 
	65
	,2500
	-1,5000
	,0000

	 
	70
	,5000
	-1,2500
	,2500

	 
	75
	,7500
	-1,0000
	,5000

	 
	80
	1,0000
	-,5000
	,7500

	 
	85
	1,5000
	,0000
	1,2500

	 
	90
	2,0000
	,5000
	2,0000

	 
	95
	2,5000
	1,2500
	2,5000


In the original analysis, more than 85% of the students had a higher grade for the MC-questions than their grade for question 2. In this analysis, 48 students (who had a score of no points for question 2) are left out of the analysis. This does not really change the results. Still more than 80% of the students have a negative difference. The same holds true for the other questions. The proportion of the students with a negative difference has only slightly decreased. This is not really surprising. For each question, a large majority (for example Q2: 85%) has a negative difference, and although I have left out some students with a negative difference (Q2: 48 students), those missing values are only a small fraction of the total group (Q2: 6,426%).

With respect to the other exams, I will not conduct this additional analysis. I do not need to take the zero-grades into account, because it does not really matter for the interpretation of the empirical results. In this subparagraph I have shown that the empirical results change only slightly, if the zero-grades are taken into account.
A2.5 Reliability-analysis

In this subsection I will investigate the reliability of this exam. The exam is used as a way to measure the degree to which students master the contents of the course. The course has several objectives:

-  Inzicht geven in de wisselwerking van recht en samenleving;

- Inzicht geven in de positie en de rol van de juridische professional in de moderne samenleving; 
- Inzicht geven in theoretische én empirische bevindingen van de rechtssociologie;

- Inzicht geven in de kritisch én de constructieve verhouding van de rechtssociologie tot de rechtswetenschap en de rechtspraktijk.

At the end of the course, the students should have achieved these objectives. The exam is used as a measure to find out how well the students have achieved the objectives of the course. The exam is therefore nothing more than a measure. A good measure has to satisfy several conditions. It should be precise, accurate, valid and reliable. In this subsection I will investigate the reliability of this exam. I will focus on a specific type of reliability: internal consistency.

The exam is a composite measure: it consists of several items (i.e. several questions). All those items should be positively related. This is measured by the correlations (see the following table).
Table 27: Inter-Item Correlation Matrix
	 
	Q1
	Q2
	Q3
	MC

	Q1
	1,000
	,372
	,425
	,435

	Q2
	,372
	1,000
	,418
	,436

	Q3
	,425
	,418
	1,000
	,424

	MC
	,435
	,436
	,424
	1,000


The correlations are all positive. This means that a student who has performed well on Q1, is likely to perform also well on Q2, Q3 and the MC-questions.
Table 28: Reliability Statistics

	Cronbach's Alpha
	Cronbach's Alpha Based on Standardized Items
	N of Items

	,736
	,742
	4


Table 29: Item-Total Statistics

	 
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Squared Multiple Correlation
	Cronbach's Alpha if Item Deleted

	Q1
	14,6071
	25,521
	,521
	,277
	,680

	Q2
	16,0924
	26,504
	,517
	,274
	,682

	Q3
	14,8199
	23,165
	,541
	,293
	,673

	MC
	13,7416
	28,315
	,555
	,310
	,670


The Cronbach’s alpha is a single summary statistic. If the Cronbach’s alpha is high, then the internal consistency of the composite measure (the exam) is high. This means that the items of the composite measure reflect the same underlying construct. The table indicates that all items are measuring the same construct, because if one item were to be deleted, then the Cronbach’s alpha would decline.

A2.6 Additional analysis: the five subgroups
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A3: Empirical results of the exam IRW 2003

A3.1 Frequency distributions
[image: image45.emf]MC 10,00 8,00 6,00 4,00 2,00 Frequency 80 60 40 20 0 MC Mean =5,98
 Std. Dev. =1,624
 N =832


[image: image46.emf]Q1 12,00 9,00 6,00 3,00 0,00 Frequency 125 100 75 50 25 0 Q1 Mean =5,44
 Std. Dev. =2,053
 N =835


[image: image47.emf]Q2 12,00 9,00 6,00 3,00 0,00 Frequency 150 100 50 0 Q2 Mean =3,88
 Std. Dev. =2,357
 N =835


[image: image48.emf]Q3 12,00 9,00 6,00 3,00 0,00 Frequency 125 100 75 50 25 0 Q3 Mean =4,31
 Std. Dev. =2,03
 N =835


[image: image49.emf]Q4 12,00 9,00 6,00 3,00 0,00 Frequency 300 200 100 0 Q4 Mean =2,92
 Std. Dev. =3,39
 N =835


[image: image50.emf]OpenQ 10,00 8,00 6,00 4,00 2,00 0,00 Frequency 100 80 60 40 20 0 OpenQ Mean =4,28
 Std. Dev. =1,752
 N =832


A3.2 Percentile scores
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Statistics

Table 30
	 
	MC
	Q1
	Q2
	Q3
	Q4
	OpenQ

	N
	Valid
	832
	835
	835
	835
	835
	832

	 
	Missing
	176
	173
	173
	173
	173
	176

	Percentiles
	5
	3,2500
	1,0000
	,0000
	,6667
	,0000
	1,3333

	 
	10
	3,7500
	2,5000
	1,0000
	1,3333
	,0000
	2,0000

	 
	15
	4,0000
	3,5000
	1,0000
	2,0000
	,0000
	2,5000

	 
	20
	4,5000
	4,0000
	2,0000
	2,6667
	,0000
	2,8333

	 
	25
	4,7500
	4,5000
	2,0000
	2,6667
	,6667
	3,1667

	 
	30
	5,2500
	5,0000
	2,0000
	3,3333
	,6667
	3,3333

	 
	35
	5,2500
	5,0000
	3,0000
	3,3333
	,6667
	3,5000

	 
	40
	5,5000
	5,5000
	3,0000
	4,0000
	,6667
	3,8333

	 
	45
	6,0000
	5,5000
	3,0000
	4,0000
	,6667
	4,0000

	 
	50
	6,0000
	6,0000
	4,0000
	4,0000
	,6667
	4,1667

	 
	55
	6,2500
	6,0000
	4,0000
	4,6667
	1,3333
	4,5000

	 
	60
	6,2500
	6,0000
	4,0000
	4,6667
	2,0000
	4,6667

	 
	65
	6,7500
	6,5000
	5,0000
	5,3333
	2,6667
	5,0000

	 
	70
	7,0000
	6,5000
	5,0000
	5,3333
	4,0000
	5,1667

	 
	75
	7,0000
	6,5000
	6,0000
	6,0000
	5,3333
	5,5000

	 
	80
	7,5000
	7,0000
	6,0000
	6,0000
	6,6667
	5,8333

	 
	85
	7,7500
	7,0000
	6,0000
	6,6667
	8,0000
	6,1667

	 
	90
	8,2500
	7,5000
	7,0000
	7,3333
	9,3333
	6,6167

	 
	95
	8,5000
	8,0000
	8,0000
	8,0000
	9,4667
	7,3333


A3.3 Analysis of the grades at the individual level
Table 31
	
	DIFFQ1
	DIFFQ2
	DIFFQ3
	DIFFQ4
	DIFFOpenQ

	N
	Valid
	833
	833
	833
	833
	832

	 
	Missing
	175
	175
	175
	175
	176

	Mean
	-,5240
	-2,0864
	-1,6559
	-3,0428
	-1,6991

	Median
	-,5000
	-2,2500
	-1,5833
	-3,8333
	-1,7500

	Mode
	,25
	-2,50
	-1,50
	-5,58
	-1,75

	Std. Deviation
	1,77210
	2,13185
	1,93770
	3,17221
	1,46451

	Variance
	3,140
	4,545
	3,755
	10,063
	2,145

	Skewness
	-,203
	,022
	-,010
	,683
	,182

	Std. Error of Skewness
	,085
	,085
	,085
	,085
	,085

	Kurtosis
	,425
	-,251
	-,130
	-,297
	-,034

	Std. Error of Kurtosis
	,169
	,169
	,169
	,169
	,169

	Range
	12,75
	12,25
	12,25
	15,25
	8,92

	Minimum
	-7,75
	-8,25
	-8,25
	-9,25
	-5,58

	Maximum
	5,00
	4,00
	4,00
	6,00
	3,33

	Percentiles
	5
	-3,3250
	-5,7500
	-4,9167
	-7,0833
	-4,0833

	 
	10
	-2,7500
	-4,7500
	-4,2500
	-6,7500
	-3,5833

	 
	15
	-2,2500
	-4,2500
	-3,6667
	-6,0833
	-3,1708

	 
	20
	-2,0000
	-4,0000
	-3,3333
	-5,5833
	-2,9167

	 
	25
	-1,7500
	-3,5000
	-2,9167
	-5,3750
	-2,7500

	 
	30
	-1,5000
	-3,2500
	-2,6667
	-4,9167
	-2,5000

	 
	35
	-1,2500
	-3,0000
	-2,4167
	-4,7500
	-2,3333

	 
	40
	-1,0000
	-2,7500
	-2,0833
	-4,5000
	-2,0833

	 
	45
	-,7500
	-2,5000
	-1,8333
	-4,0833
	-1,9167

	 
	50
	-,5000
	-2,2500
	-1,5833
	-3,8333
	-1,7500

	 
	55
	-,2500
	-1,7500
	-1,4167
	-3,4167
	-1,5833

	 
	60
	,0000
	-1,5000
	-1,1667
	-3,0833
	-1,4167

	 
	65
	,2500
	-1,2500
	-,8333
	-2,5000
	-1,2500

	 
	70
	,5000
	-1,0000
	-,6667
	-1,8333
	-,9917

	 
	75
	,7500
	-,5000
	-,3333
	-,7500
	-,6875

	 
	80
	1,0000
	-,2500
	,0000
	,0833
	-,5000

	 
	85
	1,2500
	,2500
	,3333
	,9167
	-,1667

	 
	90
	1,5000
	,7500
	,8333
	1,8333
	,1667

	 
	95
	2,2500
	1,5000
	1,5000
	2,5833
	,7500


A3.4 Reliability-analysis

In this subsection I will perform a reliability-analysis. The following table shows the correlations. They are all positive, which implies that the items (i.e. the questions) are related to each other.

Table 32: Inter-Item Correlation Matrix

	 
	Q1
	Q2
	Q3
	Q4
	MC

	Q1
	1,000
	,388
	,398
	,347
	,548

	Q2
	,388
	1,000
	,380
	,330
	,473

	Q3
	,398
	,380
	1,000
	,283
	,450

	Q4
	,347
	,330
	,283
	1,000
	,370

	MC
	,548
	,473
	,450
	,370
	1,000


Table 33: Reliability Statistics

	Cronbach's Alpha
	Cronbach's Alpha Based on Standardized Items
	N of Items

	,727
	,767
	5


Table 34: Item-Total Statistics

	 
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Squared Multiple Correlation
	Cronbach's Alpha if Item Deleted

	Q1
	17,1298
	47,091
	,551
	,355
	,662

	Q2
	18,6941
	44,869
	,514
	,288
	,670

	Q3
	18,2630
	48,823
	,485
	,266
	,684

	Q4
	19,6516
	37,083
	,435
	,194
	,746

	MC
	16,6052
	49,675
	,623
	,427
	,657


The Cronbach’s alpha is higher than 0,7. This indicates that the exam is a reliable measure, because the items are measuring the same underlying construct. However, if question 4 is deleted, then the Cronbach’s alpha would increase from 0,727 to 0,746. This is an indication that question 4 does not reflect the same underlying construct as the other items of the exam. So question 4 does probably not belong to this exam. Remember that question 4 was the question with the rather strange frequency distribution.

Because question 4 does not really belong to this exam, I will redo my original analysis, without question 4. This affects the scores of the variable OpenQ. This variable shows the average grade on the open questions. Now I have deleted question 4, so the average grade on the open questions will be changed. The results of the analysis are shown in the underlying table. The mean grade on the open questions has increased from 4,2817 to 4,7308. This is however still below the MC-mean of 5,9808. This is not surprising, because the mean of each of the open questions was below the MC-mean. Deleting question 4 has naturally not changed the other open questions. It has only led to an increase of the OpenQ-grades, because most of the students had very low grades at question 4.

With respect to the differences at the individual level (i.e. the difference in grades between the MC-part and the open questions-part for each student), my original conclusions still hold. In the column of the variable “originalDIFF” can be seen that the majority of the students had scored higher on the MC-part. More than 85% of the students belonged to this majority. The variable DIFFOpenQ shows the difference between the grades at the MC-part and the grades on the open questions-part (without Q4). Still a large majority has a negative difference in grades. The percentage has slightly changed: the 85th percentile is now positive, but the 80th percentile is still negative, which implies that more than 80% has a negative difference in grades. Question 4 was the question with the lowest grades. Now that I have deleted that question, some students (probably around 5%) have a higher grade for the open questions-part, in stead of a lower grade (which they had before the deletion of question 4).

Table 35
	
 
	MC
	OpenQ
	originalOpenQ
	DIFFOpenQ
	originalDIFF

	N
	Valid
	832
	832
	832
	832
	832

	 
	Missing
	176
	176
	176
	176
	176

	Mean
	5,9808
	4,7308
	4,2817
	-1,2500
	-1,6991

	Median
	6,0000
	4,8889
	4,1667
	-1,2778
	-1,7500

	Mode
	6,25
	4,67
	3,67
	-1,50
	-1,75

	Std. Deviation
	1,62401
	1,62904
	1,75227
	1,37788
	1,46451

	Variance
	2,637
	2,654
	3,070
	1,899
	2,145

	Skewness
	-,136
	-,310
	,101
	,048
	,182

	Std. Error of Skewness
	,085
	,085
	,085
	,085
	,085

	Range
	7,25
	9,11
	9,00
	8,61
	8,92

	Minimum
	2,50
	,00
	,00
	-5,42
	-5,58

	Maximum
	9,75
	9,11
	9,00
	3,19
	3,33

	Percentiles
	5
	3,2500
	1,5556
	1,3333
	-3,5000
	-4,0833

	 
	10
	3,7500
	2,5111
	2,0000
	-3,0556
	-3,5833

	 
	15
	4,0000
	3,1111
	2,5000
	-2,6944
	-3,1708

	 
	20
	4,5000
	3,3333
	2,8333
	-2,3889
	-2,9167

	 
	25
	4,7500
	3,7778
	3,1667
	-2,1667
	-2,7500

	 
	30
	5,2500
	4,0000
	3,3333
	-2,0000
	-2,5000

	 
	35
	5,2500
	4,2222
	3,5000
	-1,8056
	-2,3333

	 
	40
	5,5000
	4,4444
	3,8333
	-1,6389
	-2,0833

	 
	45
	6,0000
	4,6667
	4,0000
	-1,4722
	-1,9167

	 
	50
	6,0000
	4,8889
	4,1667
	-1,2778
	-1,7500

	 
	55
	6,2500
	5,1111
	4,5000
	-1,1069
	-1,5833

	 
	60
	6,2500
	5,3333
	4,6667
	-,8889
	-1,4167

	 
	65
	6,7500
	5,5556
	5,0000
	-,7097
	-1,2500

	 
	70
	7,0000
	5,5556
	5,1667
	-,5278
	-,9917

	 
	75
	7,0000
	5,7778
	5,5000
	-,3611
	-,6875

	 
	80
	7,5000
	6,0000
	5,8333
	-,1389
	-,5000

	 
	85
	7,7500
	6,4444
	6,1667
	,2236
	-,1667

	 
	90
	8,2500
	6,6667
	6,6167
	,6389
	,1667

	 
	95
	8,5000
	7,3333
	7,3333
	1,0653
	,7500


The general conclusion of this subsection is that the deletion of question 4 has no great impact on the results. My conclusions (based on the original analyses) still holds.

A3.5 Additional analysis: the five subgroups
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A4: Empirical results of the exam HOR 2004

A4.1 Frequency distributions
[image: image56.emf]MC 10,00 8,00 6,00 4,00 2,00 0,00 Frequency 100 80 60 40 20 0 MC Mean =5,87
 Std. Dev. =1,608
 N =680

[image: image57.emf]Q1 12,00 9,00 6,00 3,00 0,00 Frequency 120 100 80 60 40 20 0 Q1 Mean =5,04
 Std. Dev. =2,391
 N =680

[image: image58.emf]Q2 12,00 9,00 6,00 3,00 0,00 Frequency 125 100 75 50 25 0 Q2 Mean =5,66
 Std. Dev. =2,401
 N =680

[image: image59.emf]Q3 12,00 9,00 6,00 3,00 0,00 Frequency 125 100 75 50 25 0 Q3 Mean =4,87
 Std. Dev. =2,036
 N =680

[image: image60.emf]Q4 12,00 9,00 6,00 3,00 0,00 Frequency 200 150 100 50 0 Q4 Mean =4,00
 Std. Dev. =2,314
 N =680

[image: image61.emf]Q5 12,00 9,00 6,00 3,00 0,00 Frequency 120 100 80 60 40 20 0 Q5 Mean =4,84
 Std. Dev. =2,703
 N =680

[image: image62.emf]Q6 12,00 9,00 6,00 3,00 0,00 Frequency 120 100 80 60 40 20 0 Q6 Mean =4,71
 Std. Dev. =2,595
 N =680

[image: image63.emf]OpenQ 10,00 8,00 6,00 4,00 2,00 0,00 Frequency 100 80 60 40 20 0 OpenQ Mean =4,85
 Std. Dev. =1,768
 N =680


A4.2 Percentile scores
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Table 36
	
	MC
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	OpenQ

	N
	Valid
	680
	680
	680
	680
	680
	680
	680
	680

	
	Missing
	197
	197
	197
	197
	197
	197
	197
	197

	Percentiles
	5
	3,0000
	1,0000
	1,0000
	2,0000
	,0000
	,0000
	1,0000
	1,6750

	
	10
	3,5000
	2,0000
	2,0000
	2,0000
	1,0000
	1,0000
	1,0000
	2,3333

	
	15
	4,0000
	2,0000
	3,0000
	3,0000
	2,0000
	1,0000
	2,0000
	3,0000

	
	20
	4,5000
	3,0000
	4,0000
	3,0000
	2,0000
	2,0000
	2,0000
	3,3333

	
	25
	4,5000
	3,0000
	4,0000
	3,0000
	3,0000
	3,0000
	3,0000
	3,6667

	
	30
	5,0000
	4,0000
	5,0000
	4,0000
	3,0000
	3,0000
	3,0000
	4,0000

	
	35
	5,5000
	4,0000
	5,0000
	4,0000
	3,0000
	4,0000
	3,0000
	4,3333

	
	40
	5,5000
	5,0000
	5,0000
	4,0000
	4,0000
	5,0000
	4,0000
	4,5000

	
	45
	6,0000
	5,0000
	5,0000
	4,0000
	4,0000
	5,0000
	4,0000
	4,8333

	
	50
	6,0000
	5,0000
	6,0000
	5,0000
	4,0000
	5,0000
	5,0000
	5,0000

	
	55
	6,5000
	6,0000
	6,0000
	5,0000
	4,0000
	6,0000
	5,0000
	5,1667

	
	60
	6,5000
	6,0000
	6,0000
	5,0000
	5,0000
	6,0000
	5,0000
	5,5000

	
	65
	6,5000
	6,0000
	7,0000
	6,0000
	5,0000
	6,0000
	6,0000
	5,6667

	
	70
	7,0000
	6,0000
	7,0000
	6,0000
	5,0000
	7,0000
	6,0000
	5,8333

	
	75
	7,0000
	7,0000
	8,0000
	6,0000
	5,0000
	7,0000
	7,0000
	6,1250

	
	80
	7,4000
	7,0000
	8,0000
	7,0000
	5,0000
	7,0000
	7,0000
	6,3333

	
	85
	7,5000
	7,8500
	8,0000
	7,0000
	6,0000
	7,8500
	8,0000
	6,6667

	
	90
	8,0000
	8,0000
	9,0000
	8,0000
	7,0000
	8,0000
	8,0000
	7,0000

	
	95
	8,5000
	9,0000
	9,0000
	8,0000
	8,0000
	9,0000
	9,0000
	7,5000


A4.3 Analysis of the grades at the individual level
Table 37
	
	DIFFQ1
	DIFFQ2
	DIFFQ3
	DIFFQ4
	DIFFQ5
	DIFFQ6
	DIFFOpenQ

	N
	Valid
	680
	680
	680
	680
	680
	680
	680

	
	Missing
	197
	197
	197
	197
	197
	197
	197

	Mean
	-,8379
	-,2085
	-1,0011
	-1,8746
	-1,0290
	-1,1614
	-1,0188

	Median
	-1,0000
	-,5000
	-1,0000
	-2,0000
	-1,0000
	-1,0000
	-1,0000

	Mode
	-,50
	-1,00
	-1,50
	-2,50
	-,50
	-,50
	-2,17

	Std. Deviation
	2,09686
	2,10048
	1,85455
	2,08265
	2,20898
	2,26863
	1,31303

	Variance
	4,397
	4,412
	3,439
	4,337
	4,880
	5,147
	1,724

	Skewness
	-,104
	,075
	,236
	,385
	-,227
	-,085
	-,005

	Std. Error of Skewness
	,094
	,094
	,094
	,094
	,094
	,094
	,094

	Kurtosis
	-,047
	-,189
	,211
	,515
	-,173
	-,451
	,257

	Std. Error of Kurtosis
	,187
	,187
	,187
	,187
	,187
	,187
	,187

	Range
	13,25
	13,00
	12,00
	15,50
	12,50
	12,50
	9,58

	Minimum
	-7,50
	-6,50
	-6,50
	-8,50
	-7,50
	-7,00
	-5,83

	Maximum
	5,75
	6,50
	5,50
	7,00
	5,00
	5,50
	3,75

	Percentiles
	    5
	-4,5000
	-3,5000
	-4,0000
	-5,0000
	-5,0000
	-5,0000
	-3,1667

	
	  10
	-3,5000
	-3,0000
	-3,5000
	-4,5000
	-4,0000
	-4,0000
	-2,6667

	
	  15
	-3,0000
	-2,5000
	-3,0000
	-4,0000
	-3,5000
	-3,5000
	-2,3333

	
	  20
	-2,5000
	-2,0000
	-2,5000
	-3,5000
	-3,0000
	-3,0000
	-2,1667

	
	 25
	-2,0000
	-1,5000
	-2,0000
	-3,5000
	-2,5000
	-2,8750
	-2,0000

	
	  30
	-2,0000
	-1,5000
	-2,0000
	-3,0000
	-2,0000
	-2,5000
	-1,6667

	
	  35
	-1,5000
	-1,0000
	-1,5000
	-2,5000
	-2,0000
	-2,0000
	-1,5000

	
	  40
	-1,5000
	-1,0000
	-1,5000
	-2,5000
	-1,5000
	-1,5000
	-1,3333

	
	  45
	-1,0000
	-,5000
	-1,5000
	-2,5000
	-1,0000
	-1,5000
	-1,1667

	
	  50
	-1,0000
	-,5000
	-1,0000
	-2,0000
	-1,0000
	-1,0000
	-1,0000

	
	  55
	-,5000
	,0000
	-1,0000
	-1,5000
	-,5000
	-1,0000
	-,8333

	
	  60
	-,5000
	,5000
	-,5000
	-1,5000
	-,5000
	-,5000
	-,6667

	
	  65
	,0000
	,5000
	-,5000
	-1,0000
	,0000
	,0000
	-,5000

	
	  70
	,5000
	1,0000
	,0000
	-1,0000
	,0000
	,0000
	-,3333

	
	  75
	,5000
	1,0000
	,0000
	-,5000
	,5000
	,5000
	-,1667

	
	  80
	1,0000
	1,5000
	,5000
	-,5000
	1,0000
	1,0000
	,0000

	
	  85
	1,5000
	2,0000
	1,0000
	,0000
	1,0000
	1,5000
	,3333

	
	  90
	1,5000
	2,5000
	1,5000
	1,0000
	1,5000
	2,0000
	,6667

	
	  95
	2,5000
	3,5000
	2,0000
	2,0000
	2,5000
	2,5000
	1,0000


A4.4 Reliability-analysis

The following table shows the correlations between the questions of the exam. All the correlations are positive.

Table 38: Inter-Item Correlation Matrix

	 
	Q1
	Q2
	Q3
	Q4
	Q5
	Q6
	MC

	Q1
	1,000
	,495
	,431
	,412
	,586
	,426
	,508

	Q2
	,495
	1,000
	,470
	,408
	,522
	,402
	,510

	Q3
	,431
	,470
	1,000
	,487
	,415
	,434
	,503

	Q4
	,412
	,408
	,487
	1,000
	,383
	,400
	,484

	Q5
	,586
	,522
	,415
	,383
	1,000
	,423
	,576

	Q6
	,426
	,402
	,434
	,400
	,423
	1,000
	,500

	MC
	,508
	,510
	,503
	,484
	,576
	,500
	1,000


Table 39: Reliability Statistics

	Cronbach's Alpha
	Cronbach's Alpha Based on Standardized Items
	N of Items

	,851
	,859
	7


The Cronbach's alpha is high. This indicates that the exam is a reliable measure. All the items the exam consists of, are measuring the same underlying construct.

Table 40: Item-Total Statistics

	 
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Squared Multiple Correlation
	Cronbach's Alpha if Item Deleted

	Q1
	29,9643
	102,087
	,646
	,439
	,825

	Q2
	29,3349
	102,703
	,628
	,405
	,828

	Q3
	30,1276
	109,038
	,608
	,390
	,832

	Q4
	31,0011
	106,796
	,562
	,345
	,838

	Q5
	30,1555
	97,057
	,651
	,479
	,825

	Q6
	30,2879
	102,478
	,567
	,336
	,838

	MC
	29,1265
	112,514
	,701
	,497
	,827


A4.5 Additional analysis: the five subgroups
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A5: Empirical results of the exam Inleiding Publiekrecht 2005

A5.1 Frequency distributions
[image: image72.emf]MC 10,00 8,00 6,00 4,00 2,00 0,00 Frequency 100 80 60 40 20 0 MC Mean =6,05
 Std. Dev. =1,826
 N =846

 [image: image73.emf]OpenQ 10,00 8,00 6,00 4,00 2,00 0,00 Frequency 100 80 60 40 20 0 OpenQ Mean =4,93
 Std. Dev. =2,116
 N =846


A5.2 Percentile scores
[image: image74.emf]OpenQ MC 10 8 6 4 2 0 263 740 394 644 314


Table 41
	
	MC
	OpenQ

	N
	Valid
	846
	846

	 
	Missing
	190
	190

	Percentiles
	5
	2,5805
	1,3300

	 
	10
	3,8600
	2,0000

	 
	15
	4,2900
	2,6700

	 
	20
	4,2900
	3,0000

	 
	25
	4,7100
	3,3300

	 
	30
	5,1400
	3,6700

	 
	35
	5,5700
	4,0000

	 
	40
	5,5700
	4,3300

	 
	45
	6,0000
	4,6700

	 
	50
	6,4300
	5,0000

	 
	55
	6,4300
	5,3300

	 
	60
	6,8600
	5,6700

	 
	65
	6,8600
	5,6700

	 
	70
	7,2900
	6,0000

	 
	75
	7,2900
	6,6700

	 
	80
	7,8600
	7,0000

	 
	85
	7,8600
	7,3300

	 
	90
	8,2900
	7,6700

	 
	95
	8,7100
	8,3300


A5.3 Analysis of the grades at the individual level
Table 42
	N
	Valid
	846

	 
	Missing
	190

	Mean
	-1,1213

	Median
	-1,0500

	Mode
	-,29

	Std. Deviation
	1,66736

	Variance
	2,780

	Skewness
	-,202

	Std. Error of Skewness
	,084

	Kurtosis
	,085

	Std. Error of Kurtosis
	,168

	Range
	11,33

	Minimum
	-7,19

	Maximum
	4,14

	Percentiles
	5
	-4,1000

	 
	10
	-3,2900

	 
	15
	-2,8575

	 
	20
	-2,4800

	 
	25
	-2,1900

	 
	30
	-1,9500

	 
	35
	-1,7100

	 
	40
	-1,5200

	 
	45
	-1,2900

	 
	50
	-1,0500

	 
	55
	-,8600

	 
	60
	-,6200

	 
	65
	-,4025

	 
	70
	-,2400

	 
	75
	,0500

	 
	80
	,3300

	 
	85
	,6200

	 
	90
	,9000

	 
	95
	1,5700


A6: Empirical results of the exam Integratievak 2005

A6.1 Frequency distributions
[image: image75.emf]MC 12,00 10,00 8,00 6,00 4,00 2,00 Frequency 60 50 40 30 20 10 0 MC Mean =7,21
 Std. Dev. =1,457
 N =574

[image: image76.emf]Q1 12,00 9,00 6,00 3,00 0,00 Frequency 60 50 40 30 20 10 0 Q1 Mean =4,67
 Std. Dev. =3,028
 N =574

[image: image77.emf]Q2 12,00 9,00 6,00 3,00 0,00 Frequency 100 80 60 40 20 0 Q2 Mean =4,25
 Std. Dev. =2,936
 N =574

[image: image78.emf]Q3 12,00 9,00 6,00 3,00 0,00 Frequency 80 60 40 20 0 Q3 Mean =5,37
 Std. Dev. =3,071
 N =574

[image: image79.emf]OpenQ 12,00 9,00 6,00 3,00 0,00 Frequency 30 20 10 0 OpenQ Mean =4,69
 Std. Dev. =2,483
 N =574


A6.2 Percentile scores
[image: image80.emf]OpenQ Q3 Q2 Q1 MC 10 8 6 4 2 0 190 502 573 87


Table 43
	 
	MC
	Q1
	Q2
	Q3
	OpenQ

	N
	Valid
	574
	574
	574
	574
	574

	 
	Missing
	0
	0
	0
	0
	0

	Percentiles
	5
	4,7500
	,0000
	,0000
	,0000
	,6875

	 
	10
	5,2500
	,6667
	,0000
	,0000
	1,2500

	 
	15
	5,7500
	1,3333
	,0000
	1,0000
	1,7500

	 
	20
	6,0000
	1,3333
	1,3333
	3,0000
	2,2500

	 
	25
	6,2500
	2,0000
	1,3333
	3,0000
	2,7500

	 
	30
	6,7500
	2,6667
	2,6667
	4,0000
	3,0000

	 
	35
	6,7500
	2,6667
	2,6667
	4,0000
	3,5000

	 
	40
	7,0000
	3,3333
	3,3333
	5,0000
	4,0000

	 
	45
	7,0000
	4,0000
	4,0000
	5,0000
	4,2500

	 
	50
	7,2500
	4,6667
	4,0000
	6,0000
	4,7500

	 
	55
	7,7500
	5,3333
	4,6667
	6,0000
	5,2500

	 
	60
	7,7500
	6,0000
	5,3333
	7,0000
	5,5000

	 
	65
	8,0000
	6,0000
	5,3333
	7,0000
	5,7500

	 
	70
	8,0000
	6,6667
	6,6667
	7,0000
	6,3750

	 
	75
	8,2500
	7,3333
	6,6667
	8,0000
	6,7500

	 
	80
	8,2500
	8,0000
	7,3333
	8,0000
	7,2500

	 
	85
	8,7500
	8,0000
	8,0000
	9,0000
	7,5000

	 
	90
	9,0000
	8,6667
	8,0000
	10,0000
	8,0000

	 
	95
	9,2500
	9,3333
	8,6667
	10,0000
	8,5625


A6.3 Reliability-analysis

Table 44: Inter-Item Correlation Matrix

	 
	Q1
	Q2
	Q3
	MC

	Q1
	1,000
	,471
	,540
	,551

	Q2
	,471
	1,000
	,564
	,564

	Q3
	,540
	,564
	1,000
	,595

	MC
	,551
	,564
	,595
	1,000


Table 45: Reliability Statistics

	Cronbach's Alpha
	Cronbach's Alpha Based on Standardized Items
	N of Items

	,797
	,829
	4


Table 46: Item-Total Statistics

	 
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Squared Multiple Correlation
	Cronbach's Alpha if Item Deleted

	Q1
	16,8274
	40,504
	,604
	,385
	,753

	Q2
	17,2548
	40,971
	,622
	,410
	,741

	Q3
	16,1305
	37,975
	,675
	,469
	,713

	MC
	14,2869
	55,819
	,690
	,476
	,768


The three tables above provide an insight into the internal consistency of the exam. The Cronbach’s alpha is high (see table 45), which indicates that the exam is a reliable measure of the underlying construct. The items are positively correlated (see table 44). And if one of the items was deleted, then the Cronbach’s alpha would decline (see table 46).

I have conducted this reliability-analysis to find out if one of the questions should be left out from the analysis. This would have been the case if the Cronbach’s alpha increases due to a deleted item. Table 46 indicates that this is not the case, so all the questions are measuring the same underlying construct. And there is no reason to redo my analysis without one of the questions. So the conclusions based on the analyses described in this section, remain valid.
A6.4 Additional analysis: the five subgroups
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A7: Empirical results of the exam IRW 2004

A7.1 Frequency distributions
[image: image85.emf]MC 10,00 8,00 6,00 4,00 2,00 0,00 -2,00 Frequency 120 100 80 60 40 20 0 MC Mean =4,56
 Std. Dev. =1,661
 N =946


[image: image86.emf]Q1 12,00 9,00 6,00 3,00 0,00 Frequency 125 100 75 50 25 0 Q1 Mean =5,29
 Std. Dev. =1,837
 N =946

[image: image87.emf]Q2 12,00 9,00 6,00 3,00 0,00 Frequency 200 150 100 50 0 Q2 Mean =5,34
 Std. Dev. =2,244
 N =946

[image: image88.emf]Q3 12,00 9,00 6,00 3,00 0,00 Frequency 120 100 80 60 40 20 0 Q3 Mean =4,70
 Std. Dev. =2,455
 N =946

[image: image89.emf]Q4 12,00 9,00 6,00 3,00 0,00 Frequency 150 100 50 0 Q4 Mean =6,64
 Std. Dev. =3,084
 N =946

[image: image90.emf]OpenQ 10,00 8,00 6,00 4,00 2,00 0,00 Frequency 120 100 80 60 40 20 0 OpenQ Mean =5,49
 Std. Dev. =1,845
 N =946


A7.2 Percentile scores
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Table 47
	 
	MC
	Q1
	Q2
	Q3
	Q4
	OpenQ

	N
	Valid
	946
	946
	946
	946
	946
	946

	 
	Missing
	201
	201
	201
	201
	201
	201

	Percentiles
	5
	1,5000
	2,0000
	,6667
	,0000
	,0000
	2,0000

	 
	10
	2,5000
	2,6667
	2,0000
	1,3333
	,6667
	2,8333

	 
	15
	2,7500
	3,3333
	2,6667
	2,0000
	3,3333
	3,3333

	 
	20
	3,2500
	4,0000
	3,3333
	2,6667
	4,0000
	4,0000

	 
	25
	3,2500
	4,0000
	4,0000
	2,6667
	4,6667
	4,3333

	 
	30
	3,5000
	4,6667
	4,6667
	3,3333
	5,3333
	4,6667

	 
	35
	4,0000
	4,6667
	4,6667
	4,0000
	6,0000
	5,0000

	 
	40
	4,0000
	4,6667
	5,3333
	4,0000
	6,6667
	5,3333

	 
	45
	4,5000
	5,3333
	5,3333
	4,0000
	7,3333
	5,5000

	 
	50
	4,5000
	5,3333
	6,0000
	4,6667
	7,3333
	5,8333

	 
	55
	4,7500
	5,3333
	6,0000
	5,3333
	8,0000
	6,0000

	 
	60
	4,7500
	6,0000
	6,0000
	5,3333
	8,0000
	6,1667

	 
	65
	5,2500
	6,0000
	6,6667
	6,0000
	8,6667
	6,3333

	 
	70
	5,2500
	6,6667
	6,6667
	6,6000
	8,6667
	6,6667

	 
	75
	5,5000
	6,6667
	6,6667
	6,6667
	9,3333
	6,8333

	 
	80
	6,0000
	6,6667
	7,3333
	7,3333
	9,3333
	7,0000

	 
	85
	6,5000
	7,3333
	7,3333
	7,3333
	9,3333
	7,3333

	 
	90
	6,7500
	7,3333
	8,0000
	8,0000
	10,0000
	7,6667

	 
	95
	7,2500
	8,0000
	8,0000
	8,6667
	10,0000
	8,1667


A7.3 Analysis of the grades at the individual level
Table 48
	
	DIFFQ1
	DIFFQ2
	DIFFQ3
	DIFFQ4
	DIFFOpenQ

	N
	Valid
	946
	946
	946
	946
	945

	 
	Missing
	201
	201
	201
	201
	202

	Mean
	,7295
	,7718
	,1389
	2,0720
	,9290

	Median
	,6667
	,8333
	,0833
	2,5833
	,9167

	Mode
	,83
	1,42
	,58
	3,25
	,83

	Std. Deviation
	1,72167
	2,02911
	2,17206
	2,69883
	1,48070

	Variance
	2,964
	4,117
	4,718
	7,284
	2,192

	Skewness
	,083
	-,332
	-,138
	-,650
	-,113

	Std. Error of Skewness
	,080
	,080
	,080
	,080
	,080

	Kurtosis
	-,002
	,478
	,030
	,101
	,190

	Std. Error of Kurtosis
	,159
	,159
	,159
	,159
	,159

	Range
	10,92
	14,58
	14,67
	15,75
	10,17

	Minimum
	-4,17
	-8,00
	-8,00
	-7,25
	-4,83

	Maximum
	6,75
	6,58
	6,67
	8,50
	5,33

	Sum
	690,08
	730,08
	131,42
	1960,08
	877,92

	Percentiles
	5
	-2,0000
	-2,7500
	-3,2500
	-3,2500
	-1,5833

	 
	10
	-1,3583
	-1,9167
	-2,7500
	-2,0000
	-1,0000

	 
	15
	-1,1667
	-1,2500
	-2,0833
	-,7500
	-,5833

	 
	20
	-,7500
	-,7500
	-1,8333
	,0000
	-,2500

	 
	25
	-,5000
	-,5000
	-1,3333
	,5833
	,0000

	 
	30
	-,1667
	-,0833
	-,8333
	1,1667
	,1667

	 
	35
	,0000
	,1208
	-,6667
	1,4167
	,4167

	 
	40
	,1667
	,5000
	-,5000
	1,9167
	,5833

	 
	45
	,5833
	,6667
	,0000
	2,1667
	,7500

	 
	50
	,6667
	,8333
	,0833
	2,5833
	,9167

	 
	55
	,8333
	1,2500
	,5000
	2,8333
	1,0833

	 
	60
	1,1667
	1,3333
	,6667
	3,1667
	1,3333

	 
	65
	1,3333
	1,5000
	,8333
	3,3333
	1,5000

	 
	70
	1,5000
	1,9083
	1,3333
	3,5000
	1,7500

	 
	75
	1,9167
	2,0833
	1,5000
	4,0000
	2,0000

	 
	80
	2,1667
	2,5000
	2,0000
	4,5000
	2,1667

	 
	85
	2,5833
	2,7500
	2,5000
	4,7500
	2,5000

	 
	90
	2,8333
	3,2500
	3,1667
	5,2500
	2,7500

	 
	95
	3,5000
	3,9167
	3,5000
	5,9167
	3,1667


A7.4 Reliability-analysis

This is the only exam in which the MC-part has scored lower than the open questions-part. All the other exams supported my hypotheses, but this one does not. One way to tackle these contradictory results is to question the reliability of this exam. The exam is used as a measure of the degree to which students master the contents of the course. It should – like any measure – be reliable; and because it is a composite measure, it should also be internally consistent. If it is not, then the exam is not a reliable measure, and then the (contradictory) results are probably not reliable. In this subsection I will investigate the internal consistency. The correlations (shown in the underlying table) do not indicate anything out of the ordinary. The correlations are all positive and the values are similar to the value of the correlations of the other exams.

Table 49: Inter-Item Correlation Matrix

	 
	Q1
	Q2
	Q3
	Q4
	MC

	Q1
	1,000
	,454
	,446
	,374
	,519

	Q2
	,454
	1,000
	,467
	,437
	,493

	Q3
	,446
	,467
	1,000
	,485
	,498

	Q4
	,374
	,437
	,485
	1,000
	,487

	MC
	,519
	,493
	,498
	,487
	1,000


Table 50: Reliability Statistics

	Cronbach's Alpha
	Cronbach's Alpha Based on Standardized Items
	N of Items

	,794
	,814
	5


Table 51: Item-Total Statistics

	 
	Scale Mean if Item Deleted
	Scale Variance if Item Deleted
	Corrected Item-Total Correlation
	Squared Multiple Correlation
	Cronbach's Alpha if Item Deleted

	Q1
	21,2381
	54,613
	,559
	,348
	,764

	Q2
	21,1944
	49,498
	,590
	,357
	,750

	Q3
	21,8315
	46,561
	,614
	,379
	,741

	Q4
	19,8935
	41,008
	,573
	,340
	,774

	MC
	21,9676
	54,493
	,648
	,430
	,747


The Cronbach’s alpha is high (more than 0,7), so this exam is internally consistent. The items are measuring the same underlying construct. The Cronbach’s alpha decreases if one of the questions was to be deleted. The results of this reliability-analysis can not explain the positive difference in grades between the open questions and the MC-questions. The scores of the students on the different questions are reliable. There is absolutely no reason to delete one of the questions. And there is also no reason to doubt the reliability of the exam as an instrument to measure the underlying construct.
A7.5 Additional analysis: the five subgroups
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� Lenient peformance ratings are sometimes referred to as inflated performance ratings.


� Milkovich, G. T., & Newman, J. M. (1993). Compensation. Homewood, IL: Irwin.





� So the evaluator (or rater) is the superior (manager), while the ratees are the subordinates (employees).


� I will explain this in paragraph 3.2.


� Thylor EK, Wherry RJ. (1951). A study of leniency in two rating systems. PERSONNEL PSYCHOLOGY, 4, 39-47.


� Waldman & Thornton (1988) A field study of rating conditions and leniency in performance appraisal. Psychological Reports, 63, 835-840.


� The implications of low performance ratings become more serious if the students face the prospect of a negative binding study advice. This means that students have to obtain enough ECTS; otherwise they are not allowed to follow the bachelor on the faculty any longer. This can be a ‘real implication’, but in my research-setting (bachelor1-law-exams) there is no binding study advice.


� E.g. Campbell, D. J. and Lee, C. (1988). 'Self-appraisal in performance evaluation: Development versus evaluation'. Academy of Management Review, 13, 302-314.


� Cf. Lawler, E. E. (1972). 'Secrecy and the need to know'. In: Tosi, H. L., House, R. and Dunnette, M. D. (Eds) Managerial Motivation and Compensation, Michigan State University, East Lansing, MI, pp. 455-496.


� Schoorman, F. D. (1988). Escalation bias in performance appraisals: An unintended consequence of supervisor participation in hiring decisions. Journal of Applied Psychology, 73, 58-62.





� The structure of the framework is based on the predictive validity framework of Libby et al.


� Another reason is that I am following the mr.drs.-program, which means that I am doing two studies in six years: both economics and Dutch law. In the first four years of the mr.drs.-program I am studying economics “full-time” and I am only following some law-courses. After four years I have completed economics, and then (in the following two years) I can fully focus on Dutch law. At this moment, I am in the fifth year of the program. I have already completed Bachelor 1 of my law-study, so I am well-equipped to use those exams in my research.


� � HYPERLINK "http://web.mst.edu/~psyworld/within_subjects.htm" ��http://web.mst.edu/~psyworld/within_subjects.htm� 


� I have only controlled for this variable by means of my choice of research design: I will compare two parts of the same exam. It would be very different if I would compare an exam with an assignment, because there is a large difference between the abilities needed to make a good exam and the abilities needed to make a good assignment. To make an exam, one must have the ability to learn well, while for an assignment it is more important to find relevant information, interpret it and write a well-structure text. In my research design, I have chosen to compare only exams, because I expect that the difference in the needed abilities is smaller between exams (than between exams and assignments).


� I realize that this is a practical argument and not an academic argument: I am applying convenience sampling in stead of theoretical sampling. I am aware of the implications: variable 3 might have a different influence on both parts of the exam.


� I will give an example to clarify what I mean. Assume that the students have three exams: the first is on Monday evening, the second is on Tuesday morning and the last one is on Friday morning. The day at which the exam takes place, may have some influence on the performance. If I would compare the Tuesday-exam with the Friday-exam, then a possible difference in grades may be due to this control variable: For the Tuesday-exam, the students had hardly any time to recuperate from the exam they had on Monday evening, because the Tuesday-exam was on the day directly after the day of the first exam. The students had much more time to prepare (extra) well for the Friday-exam, so the performance of that exam may be higher due to this situational factor.


� The major drawback of the standard deviation is that it is only a good measure of dispersion if the grades are normally distributed. If the grades are not normally distributed, then the AD is a better measure of dispersion.


� In this chapter, I use the empirical results of the exam HOR2005 to illustrate my main point, but my conclusions also apply to the other exams.


� I mean the exams: IRS2005, IRW2003, HOR2004 and PUB2005. The last two exams I discussed were very different with respect to the empirical findings. For example, the “20%-group” of the exam IRW2004 would be comprised of 70% of the students. Therefore, most of the remarks I make in this chapter apply to the first five exams.


� The tables present statistics of the exam HOR2005.


� That is; under the “strict assumption” (= perfect matching).


� Actually, there are seven dots. The first and the last dot (0 and 10) do not belong to any subgroup. They are therefore not of importance to my analysis. They are only there, because they enable me to draw the vertical axis in such a way that it ranges from 0 to 10.


� Paragraphs A1.6; A2.6; A3.5; A4.5; A6.4; A7.5.


� The first trimester of 2004/2005


� � HYPERLINK "http://www.socialresearchmethods.net/kb/reltypes.php" ��http://www.socialresearchmethods.net/kb/reltypes.php� 


� SPSS, tutorial


� � HYPERLINK "http://frg.sin-online.nl/studiegids/history.html?action2=show_course&course=R0032-05" ��http://frg.sin-online.nl/studiegids/history.html?action2=show_course&course=R0032-05� 
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