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INTRODUCTION

During the past three decades, the major central banks have become gradually more successful in controlling inflationary pressures. Since the seventies, the central banks have developed credible policies to prevent sustained periods of monetary instability. However, as one battle is seemingly drawing to a close another front has opened up. More recently it became apparent that a low inflation environment may not be conducive to sustain the financial stability of the economy. As a consequence central bankers’ and indeed academic research is now focusing its attention on issues of financial stability and in particular on the dynamic relationship between asset price fluctuations and the real economy. Notwithstanding the fact that the debate regarding the causes of asset price bubbles is continuing, many commentators are citing monetary policy as the major catalyst of the recent asset price inflation and hence, macroeconomic instability. The best known asset price bubbles are the Wall Street crash and ensuing great depression during the twenties, the boom of technology stocks at the beginning of the new century (the dotcoms bubble) and the recent boom in property prices leading up to the present financial crisis. It is striking that these types of events have mainly occurred in the developed countries. Despite the increasing attention on asset prices, the features of the periods of rapid economic growth during the last decade have been low-inflation, high output growth and sharp increases in asset prices. These particular features have raised questions regarding the true merits of central bank policies.

Against this background, the purpose of this paper is to examine the efficiency of central bank policies from a perspective of financial stability including for such purpose, the impact of policy errors on the asset markets and the real economy. This study is an extension of Voth, H-J. (2000) who examined the same question from an historical perspective . However, in this paper the focus is on the two asset price bubbles that have occurred since Voth’s research in 2000, namely the dotcom bubble and the recent financial crisis (also referred herein as the credit crunch). 

There are a number of good reasons that warrant an extension of Voth’s research.  The Voth paper examines the financial bubbles that occurred from the twenties until the beginning of the nineties. Since that period households are increasingly holding more assets than before and, in particular property assets. This implies that past research was not able to take the effects of fully accessible asset markets, or put differently, financial liberalization into account. In addition, the period that will be examined equals the epoch where economists explicitly tried to solve the issue of how monetary policy should address asset price inflation. 
Furthermore, the period that will be examined in this paper coincides with a period where monetary policy behavior changed. Voth had already noted that the Federal Reserve was less concerned with output gaps and inflation as from the mid - nineties onwards. Hence, it would be interesting to examine how this  change in attitude  towards monetary policy affected the emergence  of  asset price bubbles in the early and late part of the present decade.

The general structure of the paper consists of five sections. The first section provides a general outline of the type of asset classes that will be included in our analysis. The purpose is to compare the major asset classes that have caused financial instability during the past and present century. 

The second section describes the dynamic relationship between asset price movements and the real economy. It is important to understand the mechanisms that connect the asset markets with the real economy in order to develop a view on  the complexity involved in targeting asset prices. 

Having summarized such  mechanisms, the third section will endeavor  to shed more light on the existence of asset price bubbles. Asset price bubbles may harm the real economy when asset prices abruptly converge back to its fundamental values. Defining asset price bubbles is highly complex because of the lack of consensus concerning its existence and because of the difficulties with respect to the determination of the underlying fundamental values. The asset price bubbles will be defined in terms of length and starting date in accordance with the criteria developed by Voth.

The fourth part of the paper will briefly elaborate on the consensus view  of a number of economists with respect to monetary policy during periods of turbulences in the asset markets. 

Finally, the fifth section will examine the feasibility of  monetary policy actions of the Federal Reserve during the dotcom and the more recent  financial crisis. This part consists of a  further four parts. First, the Taylor rule will be explained. The Taylor rule serves as a yardstick for central bank behavior. Second, a measurement for policy failure will be developed. Through a simple logistic regression the question will be examined whether or not policy failures increase the probability of an asset price bubble forming. Third, the behavior of the Federal Reserve will be examined through policy reaction functions. Finally, a GARCH model will be used to quantify the effect of policy failures on volatility clustering of asset price returns.

SECTION 1: GENERAL ANALYSIS OF THE ASSET MARKET

1.1. Literature

Traditional research concentrated mainly on the relationship between equity price movements and consumer expenditure without taking other asset price developments or changes in the cost of capital caused by balance sheet effects into account (see section two). For example, Ludvigson and Steindel (1999) analyzed the impact of an increase in stock prices on consumer expenditure. Another example is Parker (1999) who tries to relate constantly increasing US consumption expenditure with booms in US stock markets. However, economists have never found a significant connection between stock market wealth and consumption. Hence, the contribution of asset markets to monetary economics remained puzzling. (Bell S. & Quiggin J., 2006; Ludvigson & Steindel, 1999; Parker, 1999; Tobin J., 1969)

At the end of the nineties a new wave of academic literature started stressing the role of the asset markets in the real economy. This new thinking developed in two stages. First, academics and practitioners focused on imperfections in markets for external funding. These imperfections are largely based on “information asymmetries”. Because of such information asymmetries, most financing require an asset, most notably property, which will serve as collateral. These so-called New Keynesian economists would in a later stage argue that because of such market failures, bubbles would arise in the asset markets (section 3). Second, the developed countries and emerging markets experienced several incidents during the eighties, nineties and more recently during the financial crisis that caused financial instability. Hence, academics started to develop several monetary policy models that would include asset price movements in a policy maker’s framework. From then on and based on a certain  understanding of the role of asset markets in the economy, economists started to stress the importance of asset price inflation when dealing with central banking policies. This issue will be the underlying thought for the empirical analysis provided in this paper. (Bordo M.D. & Wheelock D.C., 2004; Mishkin F.S., 2007)

1.2 Dealing With Property Prices

In essence, the most relevant assets for the purpose of analyzing the impact on the real economy are equity, currency, bonds and property. However, it is not useful to take account of bond market bubbles as they merely reflect inflation expectations. For example, when the Treasury yields increased to 3% in 2003, many investors believed this reflected the market’s view of high inflation expectations in the future. The market consensus rapidly changed as signs of strength in the US economy became more readily apparent. Moreover, currency valuations reflect market movements in equity and property of a certain country. For example, the recent trend in the EUR/USD exchange rate indicates that there is an enormous capital inflow into the country. These inflows of money are linked to investments in equity and property. Accordingly, exchange rate fluctuations are heavily affected by the international demand for US equity and property instruments. Hence, it is rare to observe a currency bubble that is unconnected to other asset price increase.. (Borio C. & Lowe P., 2002; Calvery J., 2009)

Since the mid-nineties, due to an increased accessibility and rapid financial innovation, households have increased their holdings in equity and property. Consequently, most of the households’ portfolios are predominantly vulnerable to equity and property price movements. This implies that both assets are crucial for establishing the mechanisms that connect asset market volatility to the real economy. Existing research and empirical studies have traditionally limited their scope to the developments in equity prices, disregarding price movements in the real estate or property markets. However, there several reasons why equity prices on its own are not a good proxy for measuring the impact of the total asset market.

First, since equity holdings tend to be more volatile and most households tend to hold equity indirectly through pension funds or other mutual funds, traditional literature does not provide for a satisfactory explanation of the relationship between the asset markets and the real economy. On the one hand, the boom-bust dynamics of the equity market are more prominent compared to the real estate market which is less volatile due to its illiquid nature. 

Moreover, while equity holdings are of an  intangible nature, the ownership of real estate or property (both terms are being used in this study as synonyms) satisfies one of the basic needs of human beings. Households are more concerned with property values as compared to equity values. Consumers will consider gains in property wealth as being more enduring and more readily accept the volatility of equity. Consequently, their spending behaviour will be more influenced in the long term by the rise in value of their property which they can use as collateral. (Borio C. & Lowe P., 2002; Cechetti S.G., 2006; Duca J.V., 2006)

These arguments are illustrated by Graph 1 were both assets are depicted as a share of net worth. One can infer from the graph that during boom periods in the stock markets, equity becomes a larger portion of the net worth. However, since most of the equity holdings are indirectly owned by the households, changes in property values have more direct impact on households. 

Graph 1: Property and equity  as a share of net worth of US households (period ’52 – ’06)
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Source: Duca, J.V. (2006). Making Sense of the U.S. Housing Slowdown, Federal Reserve Bank of Dallas, vol. 1, no. 11.
Second, equity ownership is highly concentrated among the wealthy, whose income is less sensitive to asset price busts. High-income households’ consumption is typically less prone to changes in wealth compared to moderate-income households. Property ownership, on the other hand, is well distributed throughout  the several income classes of a society. In addition, it should be  noted that even during the dotcom bubbles when stock price levels surged, only 5% of the US households had a higher share of net wealth in stocks compared to housing. This implies that even though both assets represent a high share of net worth, most households prefer property as the more solid part of their wealth. (Duca J.V., 2006; Tracy J.S. & Schneider H., 2001)

Third, property investments are typically financed with a higher leverage compared to equity investments. The reason is that property can more easily serve as collateral compared to equity investments which are too volatile. Therefore, household’s ability to take on more credit increases as property prices go up. Hence, the leveraged effect involved in property price movements makes investments in property more vulnerable to price declines. This effect has received much attention by economists because of the recent financial crisis. (Borio C. & Lowe P., 2002)

Finally, price bubbles in property markets appear to be more significant than bubbles in equity markets. Arbitrage in stocks is at possible due to short-selling techniques. Consequently, the efficient market hypothesis is more likely to be valid for stock markets than for property. Property markets are less liquid and often less transparent which eliminates most arbitrage opportunities. According to Cechetti (2006) equity price busts take around two years to recover and are associated with an average loss of 4% of the GDP because they alter both the consumption and the investment patterns. Collapses in the housing market, by contrast, last twice as long, are less frequent and generate two times more output losses than an average downturn in the equity market. (Bell S. & Quiggin J., 2006; Borio C. & Lowe P., 2002; Cechetti S.G., 2006)

A probable explanation why  housing prices have not been included  in traditional empirical research can be found  in the availability of the data on the property markets. Proper data on property prices have been scarce. Moreover, when the BIS first started collecting data in the early nineties difficulties were found in gathering information and deriving an index reflecting the appropriate prices. By way of example, it is very hard to find sufficient data on the property markets in emerging market economies. (Borio C. & Lowe P., 2002; Cechetti S.G., 2006; Duca J.V., 2006)
In spite of these difficulties, the Yale professor, Robert J. Shiller recently created an index compiling American property prices, the so-called  S&P/Case - Shiller index. The index reaches back to 1890 and consists of prices of existing houses, excluding new constructions. It is inflation–adjusted and starts with 100 points in 1890. The data are derived from US government surveys on for-sale prices of houses found in old major newspapers. Given  that such an index has now been developed, it is possible to compare the stock market (S&P500 index) to the property market (S&P/Case-Shiller index) in terms of simple statistics such as monthly return, volatility, skewness, kurtosis, tests for normality and correlation, including t-statistics. (Shiller R.J., 2005)

Table 1 depicts the comparison of the stock market and the property market, indicated by the S&P500 and the S&P/Case-Shiller index. It should be noted that all data are presented on a monthly basis for the period 1987-2009. From the table one can infer that, in spite of higher returns, stock prices tend to be more volatile compared to property prices. However, it should be noted that a lower volatility in property is translated into higher illiquidity. In addition, both asset price movements appear to have a negative skew in its statistical distribution and a fat tail compared to the normal distribution. A more formal test for normality, namely the Jarque-Bera test, supports this evidence. Finally, when examining the correlation of both asset price movements, the low t statistic (1,4135) and p value (0,1587) indicate that both indices are not correlated. Hence, both asset prices should be taken into account. It is important to bear the specific characteristics of each asset class in mind. In addition, it is interesting to point out that a lot of  research exists on excess volatility in the stock market. For example, Abarbanell and Bernard (2000) examined the autocorrelation in the US stock market. The authors concluded that there is a severe trend in equity returns in the short-run but not in the long-run, which implies that US stock markets are rather myopic. Perhaps the same type of research with regard to the housing market may be beneficial to gain a better understanding of the housing markets. One might, for example, relate the evidence with the facts that are mentioned above. (Abarbanell J.S. & Bernard V., 2000; Borio C. & Lowe P., 2002; Cechetti S.G. 2006) 
Table 1: S&P/Case – Shiller index and S&P500, period 1970-2009

	
	Composite-10 CSXR
	S&P500

	Monthly Return 

(Arithmetic average)
	0,003318559
	0,00555

	Volatility 

(Standard deviation)
	0,009040478
	0,04474

	Skewness
	-0,840267067
	-0,9904

	Kurtosis
	1,330053484
	2,86606

	Jarque-Bera

(p values)
	49,57

(0,000)
	130,28

(0,000)

	Correlation
	0,086343437


Source: Data retrieved from Thompson Financial Datastream on August 20, 2009.
Furthermore, graph 1 depicts monthly data of the S&P500 and the S&P/Case-Shiller index over the period 1987-2009. The graph indicates that there are  two major cycles. The first  occurs at the end of the nineties where after a sharp rise the equity prices went even more sharply down. This is commonly referred to as the dotcom crisis. The second cycle appeared in the property market while equity prices recovered from the first cycle. Property prices kept on inflating until 2007 when the market started to collapse. Since 1997 the Case-Shiller index has risen more than 80%. Moreover, according to Borio and Lowe (2002), asset price booms appear to be growing in amplitude and length. In addition, the authors find that equity prices tend to lead property price movements by one to two years. However, during the last two crises this relationship was somehow less clear. Section three will further refer to these two cycles in connection with the discussion on the existence or not of asset price bubbles. (Bell S. & Quiggin J., 2006; Borio C. & Lowe P., 2002; Krugman P., 2008)

Graph 2: S&P/Case-Shiller and the S&P500, period 1987-2009 (1987 = 100)

[image: image2.png]600

——Case-Shiller

500

400 ——S&P500

300

200

100

0 T T T T T T T T T T T T T
VVVV VVVVY VVYVY VVYVY VVYVYY VVYVYY VVYVYY VVYVY VVYVY VVYVY VVYVY VVYVYY VVYVY VVYYVY





Source: Shiller, R.J., (2008). The Subprime Solution: How today’s global financial crisis happened, and what to do about it, Princeton University Press, New Jersey.
SECTION 2: ASSET PRICE INFLATION AND THE REAL ECONOMY

From the previous paragraph one can deduct that asset price movements tend to be volatile and asset-specific and should therefore be considered separately. However, the crucial issue is whether asset price inflation is a predecessor of an economic crisis. Even though the literature on this issue is vast, there are still mixed views on  the relationship between asset market movements and the real economy. Yet, what is certain is the fact that from time to time asset price movements, even though they are endogenous, affect the current state of the economy by altering the consumption and investment pattern of households. Following Bernanke and Gertler (1999), there are two channels through which the real economy can be affected. The first mechanism focuses on consumption effects whereas the second one explains the impact on financial stability.

2.1 Wealth Channel

Traditional research cites that asset price movements alter spending behavior of consumers because of their impact on household wealth and consumer confidence. As a substantial part of the wealth of households is held in assets such as property and equity (section one), asset price inflation would drive up the wealth of individuals by providing them with more resources to spend in the long run. Therefore, such wealth increases raise consumption of non-durable goods and services. This mechanism is commonly referred to as the wealth channel. (Bernanke B. & Gertler M., 1999)
Much research has focused on wealth effects of asset price shocks.  For example, Norman, Sebastian, Barriel & Weeken (2002) indicate that the marginal propensity to consume for wealth is 0,02 to 0,05 for US households, which indicates that this effect is rather weak.
 However, it should be noted that wealth effects have specific outcomes for different countries as well as for equity and property price movements. Bertaut (2002) reports that in 2001, the capitalization of the stock market in UK stood at 153 percent of GDP compared to only 60 percent of GDP in Germany. Under the assumption of equal marginal propensity to consume, equity price inflation in both countries would have less impact on the German stock market as compared to the UK. Bertaut C., 2002; Norman, Sebastia-Barriel M. & Weeken O., 2002)

Moreover, because of the differences in volatility and concentration of ownership, housing booms tend to have more impact on macroeconomic conditions than equity booms. Davis and Palumbo (2001) use historical data to focus on long run effects on consumption. Property wealth would increase long run consumption by 6 percent compared to 4 percent in the case of equity wealth increases. Case, Quigley and Shiller (2005) estimated that boosts of housing wealth would stimulate consumer confidence and increase consumption in the near term around 0,11 to 0,17 percent compared to an equity wealth effect of only 0,02 percent. These results are perhaps not really surprising since most stocks owned by households are held through institutional funds, most notably pension funds. Hence, changes in share value would have less impact on disposable cash of households. (Case, Quigley & Shiller, 2005; Davis M.A. & Palumbo M.G., 2001)

However, what is perhaps more worrying is the continuous increase of the share of US consumption in its GDP, as depicted by graph 3. It should be noted that the share of consumption in GDP rose more significantly since the end of the nineties. The fact that small changes in asset prices could already affect output since consumption is a large part of it, has led to an increased attention of many central banks around the world to this issue. Therefore, many economists argue that the wealth channel becomes more important as the percentage of consumption in the GDP increases simultaneously with a rise in the holdings of property.

Graph 3: US Consumption as a percentage of total GDP, period 1980-2007
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Source: Duca, J.V. (2006). Making Sense of the U.S. Housing Slowdown, Federal Reserve Bank of Dallas Economic Letter, vol. 1, no. 11.
2.2 Balance Sheet Channel

Another view, heavily supported by Bernanke & Gertler (1999), holds that asset price increases would benefit the balance sheets of households and firms. Assuming that there are frictions in the financial markets, an improved balance sheet would eventually encourage credit expansion through increased borrowings, which in turn affects financial stability. This channel is referred to as balance sheet effect and focuses more on systemic risks rather than on consumption effects. This theory emerged from Tobin’s argument that asset price movements may affect the cost of capital. (Bernanke B. & Gertler M., 1999)

In real life, credit markets are prone to information asymmetries, contrary to the world envisioned by the neoclassical model. Hence, credit can be extended more easily and at a lower cost to households and corporations that are currently in a strong financial position. With the existence of market frictions, balance sheet conditions and cash flows of agents are important to determine whether households have the ability to borrow and lend. Households and firms use assets, most notably property, as collateral in order to improve on the information asymmetry that would hinder credit extension. However, a decrease in asset values would reduce the value of the collateral, increase the leverage of households and firms and impede the potential entrepreneurs’ access to borrowing. (Krugman P., 2008)

Furthermore, this also implies that booms in asset markets, in particular the property markets, would stimulate credit expansion. For example, once the boom has started, Mortgage Equity Withdrawals (MEW, hereafter) will go up, which in turn will stimulate credit expansion.
 Graph 4 indicates the trend of MEW, as a share of labor income, compared to housing inflation over the period ’76 until ’06. From the graph one can infer that MEW have become more sensitive to property inflation. This trend can be ascribed to financial innovations in the property market like lower costs to borrow and the ease of cash-out mortgage refinancing. By 2005, the MEW reached 5% of income. When home prices deflated afterwards the MEW also decreased. However, as MEW remained high, property inflation kept on jeopardizing financial stability in the US because household leverage ratios reached critical levels. This problem is indicated by graph 5 where the sharp increase of mortgage loans as a share of income is depicted. (Duca J.V., 2006; Krugman P., 2008; Schneider M. & Tornell A., 2004; Voth H.-J., 2000)

Moreover, Eichengreen and Arteta (2000) showed that a one percent increase in the growth rate of domestic credit would further increase the chances of a banking crisis in the next year by 0,056 percent. Moreover, while debt-income ratios have increased, interest-income ratios have remained stable. This implies that lower nominal interest rates encourage more borrowing. This effect is called money illusion. Again, it should be noted that there is an substantial difference between countries in terms of financing property holdings. For instance, European households are on average more credit averse compared to US households which are more consumption driven. US households take on more credit to finance their consumption as compared to their European peers. When comparing graph 3 and graph 5, the sharp increase in consumption seems to go hand in hand with a substantial credit expansion.  This also implies that both channels seem to have more impact on US households. (Eichengreen B. & Arteta C., 2000; Voth H.-J., 2000)

Graph 4: MEW in percentage of income and Property Inflation, period 1976-2006
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Source: Duca, J.V. (2006). Making Sense of the U.S. Housing Slowdown, Federal Reserve Bank of Dallas Economic Letter, vol. 1, no. 11.
Graph 5: Mortgage loans as a share of income, period 1986-2006
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Source: Duca, J.V. (2006). Making Sense of the U.S. Housing Slowdown, Federal Reserve Bank of Dallas Economic Letter, vol. 1, no. 11.
In addition, lower balance sheet values and lower cash flows would decrease consumption in the short run. In the long run, balance sheet effects also damage capital formation so that aggregate supply would eventually fall. The balance sheet channel also has feedback effects. For instance, a decrease in short term consumption could trigger a decline in sales and employment, which will eventually lead to another decrease in consumption. This effect is referred to as the “financial accelerator” effect. Another feedback effect is the “debt-deflation” mechanism where a decline in sales and cash flows would stimulate the sale of assets on a large scale. This would further drive down the asset values. Hence, balance sheet effects have the potential to create vicious circles. Many researchers have tried to quantify the balance sheet effect. For example, Greenlaw, Hatzius, Katshyap and Shin (2008) analyzed the impact of the Asset-Backed Security markets on real economy through the balance sheet channel. They indicated that a $500 billion loss could bring real GDP growth down by 1,5 % within a period of one year. Hatzius (2008) further highlighted that in 2008 the decrease of property prices would lower real GDP growth with 1,8 %. A key element in analyzing this effect is the initial balance sheet condition of households, financial institutions and firms. The extent to which asset price inflation would damage the private sector depends on the initial risk exposure of the agents’ balance sheets. Finally, Borio and Lowe (2002), Goodhart (1993), Crockett (2001) emphasized the link between upswings in assets and growth in credit volume, which further threatens financial stability. (Bernanke B. & Gertler M., 1999; Borio C. & Lowe P., 2002; Crockett A.D., 2001; Goodhart C., 1993; Greenlaw D., Hatzius J., Kashyap A.K. & Shin H.S., 2008; Hatzius J. 2008)

SECTION 3: A PERSPECTIVE ON ASSET PRICE BUBBLES
In general, factors such as wealth effects and balance sheet effects have always been important during business cycles. However, the main issue is whether asset price bubbles exist. As pointed out before, asset price bubbles have the potential to severely damage the real economy. In this respect, many authors argue that the period of financial liberalization during the seventies created a tighter relationship between the financial markets and the real economy. According to a study conducted by the BIS (2001), the liberalization of the financial markets has contributed significantly to the increased frequency of banking crises. The crucial assumption which promotes financial liberalization is the Efficient Market Hypothesis (EMH, hereafter). The EMH states that there is no room for asset price bubbles in the economy. The market price reflects all financial transactions and the associated asset value. This implies that asset prices cannot systematically be over- or undervalued. According to the EMH there is no room for policy intervention. However, many economists believe that financial liberalization stimulated the emergence of several asset price bubbles since households have more readily access to several assets classes. Despite the abundance of literature on this subject, economists are still unable to satisfactorily define excessive credit expansions or excessive consumption levels. Therefore, there are many different views on the concept of asset price bubbles. (Bell S. & Quiggin J., 2006; BIS, 2001; Borio C. & Lowe P., 2002)
3.1 Neoclassical Perspective

The Neoclassical perspective rules out the possibility of asset price bubbles and its devastating effects on the economy. According to this view markets are assumed to be flexible, information is complete and available to every agent in the economy and there is an equilibrium in each asset market that captures the value of the assets. A disequilibrium can arise due to exogenous shocks. However, as markets are flexible, the economy would quickly recalibrate. Therefore, neoclassical economists typically model asset price movements through random walk models. Malkiel (2003) argues that the EMH is generally valid. However, the author also admits that there are periods of irrational pricing behavior. During such periods rational and astute investors will be attracted to the market with the aim of making unlimited riskless profits. He further argues that if even  few rational investors would be investing during such period this would lead to the stabilization of asset prices.  Hence, asset price bubbles would never arise. However, the main problem with this view is that there are many examples of permanent deviations of asset prices from their fundamental values. For example, much research has been conducted on twin shares such as Royal Dutch Company and Shell transport to prove that permanent deviations from fundamental values are indeed possible. Moreover, Shiller (2005) pointed out  that George Soros, a hedge fund manager, incurred losses during the dotcom bubble of the nineties. George Soros tried to short-sell the index in the early 2000. However, the index only started to decline after 2001, which proves that  mispricing do not always provide riskless profitable opportunities for sophisticated investors. (Malkiel B., 2003; Ritter J.R., 2003; Shiller R.J., 2005)

3.2 Keynesian Perspective

In essence, the Keynesians take the neoclassical model as a basis and include concepts such as involuntary employment and asset price inflation in their analysis. Traditionally, the Keynesian theory accepts that market failure exists at micro levels that cannot be corrected by market mechanisms, (i.e. the invisible hand as implied by the founder of the neoclassical theory Adam Smith). Hence, a free market would only encourage more inequality in terms of income and employment. Therefore, most research in this area focuses on how micro market failures cause disequilibria at the macroeconomic level. New Keynesians such as Stiglitz (2001) focus on information asymmetries as a major source of market failures. For example, when lenders are restricted to limited and incomplete information regarding the quality of the borrowers and their investment plan, there is a market failure even when market participants are rational. Consequently, asset price bubbles are the result of micro market failures due to information asymmetries concerning the value of the asset. In such environment asset price booms are exogenous and affect aggregate demand via a financial accelerator system. For example, within this framework, Gilchrist and Leahy (2002) indicate that in an environment of permanent increases in the trend productivity, asset prices have the tendency to rise instead of fall. (Buiter W., 2009; Gilchrist S. & Leahy J.V., 2002; Malkiel B., 2003; Stiglitz J.E., 2001)

3.3 Behavioural Perspective

Keynesian theory proved that market mechanisms can fail to produce the ideal outcome. Yet, the problem with the latter theory is that it still based on the assumption of “complete markets” i.e. a market with conditional claims that reflects all possible outcomes and contingencies and where default and insolvency is impossible. Hence, illiquidity is ruled out of the theory. However, because of the fact that time and geographical location are continuous variables, Willem Buiter (2009) states that in the real world there is not one complete market as there are too many different markets. If concepts such as information asymmetry and other sources of uncertainty would be added to this equation one could even argue that there are too many potential markets. Also, according to the EMH deviations from the rational price are impossible in the long run. This implies that long-run prices are build upon rational expectations. However, the behavioral approach does not agree with this line of thinking. According to the behavioral approach, the long run price is the result of the learning behavior of market participants, the selection process of investors with respect to portfolio strategies and the heterogeneity of agents in conjunction whit their peer groups that shape the future state of the economy. The primary focus of behavioral finance has been on empirics to identify behavioral patterns of market participants and on microeconomics to identify the incompleteness of the markets. For example, Kahneman, Knetsch and Thaler (1990) examined the existing empirical studies on endowment effects. Endowment effects imply that individuals attach more value to an object once they obtain its ownership. Hence, owners would demand much more to give up the object than to acquire it with money. Gilchrist and Saito (2006) concluded that deviations of asset prices from the underlying earnings are due to the fact that agents do not know about the true state of the economy. Instead, economic agents are learning about these developments over time. This research relates to Kahn and Rich (2006) who indicated that trend productivity can change throughout business cycles. They also highlight the difference between permanent and transitory movements in the technological rate of progress. Interestingly, Edge, Laubach and Williams (2004) also examined the effect of learning regarding permanent or transitory shocks in the real economy. They concluded that despite of the change in trend productivity in the mid-nineties economic agents did not change their forecasts of technological rate of progress until 1999. However, in spite of the efforts of formulating a new theoretical approach, it has been very difficult to incorporate these developments of economic theory into a monetary policy framework. (Buiter W., 2009; Edge R.M., Laubach T. & Williams J.C., 2004; Gilchrist S. & Saito M., 2006; Kahn J.A. & Rich R.W., 2006; Kahneman D., Knetsch J.L. & Thaler J.H., 1990; Shiller R.J., 2005)

3.4 Alternative Perspectives

In line with the previous approach, Bell and Quiggin (2006) also refer to an alternative perspective on asset price bubbles with the aim of  formulating a more satisfying theory that goes beyond learning. In this respect, the work of Shiller & Akerlof (2009), Minsky (1986) and Kindleberger (2000) should be considered. 

In essence, these alternative theories build on the behavioral approach, i.e. one must understand the “animal spirits” in order to explain market movements. Capitalist financial systems are unstable due to heterogeneous and continuously varying expectations of investors regarding the future state of the economy. Minsky (1986) argues that in the initial position expectations are quiet. However, as the business cycle recovers, profits start to rise and balance sheets improve slowly. When technological breakthroughs start to add up and profits grow beyond expectations, investor’s beliefs in future growth become optimistic. Consequently, animal spirits come into play as investors only invest because of “a spontaneous urge to action” as Shiller and Akerlof describe the phenomenon. (Akerlof & Shiller 2009: pg.3). Banks and other financial institutions are beginning to lend upon less restrictive conditions so that credit expands. In the end, because of herding behavior, which is inherent to every human being, even the most risk averse investors join the market. Once the momentum builds up the market beliefs in what Minsky refers to as a “euphoric state of the economy”. Consequently, highly leveraged players such as hedge funds and private equity investors (who are designated by Kindleberger (2000) and Akerlof & Shiller (2009) as “ponzi financiers”) start to rely on rising asset prices to repay their debt. However, as people generally have economic expectations that are reluctant to acknowledge asset market busts, investors become ignorant and cannot change their expectations. From that moment on, the market movements are dominated by speculation and sentiment instead of fundamental values. Conversely, panic strikes when bad news starts to affect the direction of the herd’s expectations.  As a consequence the economy is slowing down until a subsequent recovery is emerging and another cycle is beginning. In general, these theories radically depart from the EMH. However, the main obstacle with such theories is the lack of theoretical foundation that would support such evidence. (Akerlof G.A. & Shiller R.J., 2009; Bell S. & Quiggin J., 2006; Kindleberger C.P., 2000; Minsky H.P., 1986)

3.5 Defining Asset Price Bubbles

When modeling an asset price bubble a mixture of Keynesian, behavioral and  alternative theories would provide the most profound framework. In general, the behavioral approach highlights the existence of permanent deviations from fundamental values. Keynes indicated that such deviations may be supported by market failures and failures of the EMH so that asset price bubbles do exist. Yet, one could argue that it is still unclear whether such deviations are the result of self-fulfilling speculative prophecies caused by financial liberalization or by a permanent change in the underlying fundamentals. It may be possible that  asset price inflation is the result of excess volatility so that a random sequence of upward deviations from fundamental values occurs. In that way, bubbles are simply the right hand tail of a distribution which contains excess volatility. Separating growing asset price bubbles from increasing performances in fundamental values is not an easy matter. For example, even with the benefit of hindsight, Irving Fisher still maintained after the Great Depression that equity prices had not been overvalued. Therefore, if contemporaries cast doubts and even with the benefit of hindsight there is still no clear direction, central banks are stuck with a conundrum. As highlighted in section two, asset price bubbles do affect the economy. Hence, many authors consider that a radical decline in asset prices is a major cause of economic downturns. Therefore, the development of models that identify an existing or growing bubble is crucial for policy makers. Even though the definition of an asset price bubble goes beyond the scope of this paper it may be useful to summarize the research on this topic as it matters for the empirical analysis that follows in  a later section. (Bell S. & Quiggin J., 2006; Voth H.-J., 2000)
In general, there is no universal definition of an asset price bubble. However, there are many definitions for particular cases. For example, Diba and Grossman (1988) use tests for stationarity for the first-order differences of equity prices. If the first-order difference is non-stationary, asset prices are subject to a rational bubble.
 Campbell and Shiller (1987) argue that when there is a lack of co integration between equity prices and dividends, there is evidence of a bubble. Shiller (2005) further adds that a unit root in the price-dividend ratio would be an indicator of “irrational exuberance”. Brecht and De Long (1992) use the difference in volatility on equity prices and volatility of the dividends to find evidence for excess volatility on the German stock market. However, in spite of several efforts there are many arguments that prevent authors from arriving at definitive conclusions regarding the definition of asset price bubbles. For example, many authors align with a particular definition only to counter it later on, as Flood & Garber (1980) denote. In addition, Hamilton (1986) argues that the anticipation of market participants of rare events that affect fundamentals in a positive way may constitute an indicator of asset price bubbles according to several tests, even if there is none to follow. Obstfeld & Rogoff (1983) further indicate that, if there are several pitfalls in empirical studies, greater weight should be placed on theory. They argue that a self-fulfilling speculative inflation of asset prices is difficult to reconcile with the economic agent’s behavior in a general equilibrium. Hence, it is impossible to define asset price bubbles. (Brecht M. & De Long J.B., 1992; Campbell J.Y. & Shiller R.J., 1987; Diba B.T. & Grossman H.I., 1988; Flood R.P. & Garber P.M., 1980; Hamilton J.D., 1986; Obstfeld M. & Rogoff K., 1983; Shiller R.J., 2005)

However, with the benefit of hindsight one could simply define a bubble in terms of significant swings in asset prices. Voth H.J. (2000) names asset price bubbles as periods where asset prices increase significantly followed by a decline of at least 30% and where the economy does not recover from the downfall for at least another five years. The beginning of the bubble period is defined as the point in time when asset prices first exceeded the level at which it later on bottoms out. Where Voth H.J. only analyzes financial bubbles until 2000, the purpose of this paper is to extend the analysis until 2009. As already mentioned above, it should be pointed out that Voth’s analysis does not take account of the specific differences between equity markets and property markets when identifying bubbles. For example, in Voth’s study there is one particular case for which his analysis provided little evidence, namely the UK bubble in the 1980s. In this particular case the collapse of the property market was only slightly noticeable in the equity market. Moreover, the previous sections in this paper already highlighted the importance of the specification of the type of asset that caused the bubble. Therefore, because of its decisive importance, this paper shall include property market movements into the definition of the asset price bubbles as described above. A first approach to identify significant swings is to compare asset prices to the earnings generated by the assets. Graph 6 shows the traditional price-earnings ratio and the price-rent ratio over the period 1988 until 2009. The price-earnings ratio is commonly used as an indicator to prove whether equity is realistically priced by the market. The price-rent ratio is a comparable gauge for the property market. The graph clearly shows two asset price bubbles. First, there is the dotcom bubble where equity prices boomed at the end of the nineties and crashed at the beginning of the new century, as shown by the red line. Second, there is the recent financial crisis were properties became overpriced leading to a downfall until 2009. This latter event is indicated by the blue line. (Krugman P., 2008; Shiller R.J., 2005; Voth H.J., 2000)

Graph 6: Quarterly data on price-earnings and price-rent ratios, period 1988-2009

[image: image6.png]Price-Rent

180.00

160.00

140.00
120.00

100.00

80.00 %‘M,
60.00

40.00

20.00
0.00

1988 03

1993 03

1998 03

20032 03

2008 03

>0
45
40
35
30
25
20
15
10

Price-Earnings

—— Price-Rent ratio

= Price-Earnings ratio




Source: Own calculations based on Krugman, P. (2008). The Return of Depression Economics, Penguin Books, New York. The data on price earnings is retrieved from an updated version of R.J. Shiller (2005) where equity prices are compared with average earnings of the previous decade to exclude short-run fluctuations. The property prices are derived from the Case/Shiller national index. Rents on the other hand are taken from a different source than Krugman (2005). In this case, the data on property rents are taken from the US Census Bureau.
Using the definition of Voth H-J., table 2 highlights the periods that have been examined by Voth including the extensions that were indicated in the graph above. From the table one can infer that the total fall of the new bubbles is larger than the previous bubbles. In addition it should also be noted that on average bubbles last six years, from start date to trough. Moreover, the last bubble started right after the economy recovered from the previous bubble.

Table 2: Characteristics of bubble episodes, period 1920-2009

	Country
	USA
	Germany
	Sweden
	Japan
	UK
	USA
	USA

	Peak
	10-1929
	12-1926
	10-1989
	12-1989
	9-1987
	8-2000
	5-2007

	Trough
	3-1932
	4-1927
	9-1992
	7-1992
	8-1992
	2-2003
	2-2009

	Start date
	6-1926
	2-1932
	3-1986
	8-1986
	12-1986
	5-1997
	2-2003

	Total fall 
	78%
	75%
	55%
	61%
	31%
	80%
	108%


Source: Voth, H.-J. (2000). A Tale of Five Bubbles – Asset Price Inflation and Central Bank Policy in Historical Perspective, Centre for Economic Policy Research, Discussion Papers, No. 416, May.
In addition, one should note that the two bubbles that are added to the analysis of Voth H.J. are not the only bubbles that were prominent during the new century. However, there are three reasons why these two bubbles are especially important to analyze the feasibility of monetary policy regarding asset price movements. On the one hand, the extended period is characterized as a period where households are increasingly holding more assets than before. This implies that the traditional research did not really capture the effects of fully accessible asset markets. These issues have been analyzed in the previous sections. On the other hand, the period that will be examined equals the epoch where economists explicitly tried to solve the issue of how monetary policy should address asset price inflation. This debate will be presented in the next section. Third, the period that will be examined in this paper coincides with a period where monetary policy behavior changed. Voth had already noted that the Federal Reserve was less concerned with output gaps and inflation as from the mid - nineties onwards. Hence, it would be interesting to examine how this  change in attitude  towards monetary policy affected the emergence  of  asset price bubbles in the early and late part of the present decade.

SECTION 4: PERSPECTIVES ON MONETARY POLICY FRAMEWORKS

So far, this paper has highlighted the specific context of the research regarding the feasibility of monetary policy during the dotcom and housing bubble. Monetary economists have been concerned with the development of an appropriate framework that takes account of all these elements. Moreover, many economists criticized  US monetary policy during the past decade and, thus, many different views a propos monetary policy and financial stability have emerged. These views are in the main aligned with the various theories regarding asset price bubbles. 

For example, in line with the neoclassical theory, the traditional approach focuses on the role of money supply.  When the money supply is rising, the demand for assets will also increase. This would further stimulate the economy as a whole via the wealth channel, as described above. Therefore, the impact of an expansionary policy will occur first in the pricing of short term interest rate securities, such as Treasury bills; then long term securities; then the assets which are described above. The liquidity view considers increases in asset prices as an indication of future inflation. Using Tinbergen’s approach, monetary policy should only maintain aggregate price stability while fiscal policy should focus on stabilizing output which includes unemployment issues. The prudential authorities should be charged with the maintenance of financial stability. This perspective is strongly related to the efficient market hypothesis in that it assumes that no deviations from fundamental values are possible. In a world where asset prices correctly follow the movements of the underlying economic fundamentals there is no need for central bankers to focus on asset price volatility. Asset price movements would provide useful information regarding the future state of the economy. Therefore, monetary policy should use an “inflation targeting” framework. (Bell S. & Quiggin J., 2006; Bordo M.D. & Wheelock D.C., 2004; Borio C. & Lowe P., 2002)

However, the main concern of many economists is the fact that in numerous cases asset price bubbles emerge during periods of stable inflation. This fact is indicated in the next two graphs. Graph 7 and 8 compare asset price movements of equity and real estate with inflation during the dotcom bubbles and the credit crisis. The inflation is indicated by the CPI. The asset price movements are measured by the S&P500 index for equity price movements and the Case-Shiller index for property price movements. The start date is similar to the data presented in table 2.

Graph 7: comparison of CPI and equity prices during the dotcom bubble, period 1997-2004
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Source: Data retrieved from Thompson Financial Datastream on August 18, 2009 at the library of the University of Antwerp.
Graph 8: comparison of CPI and property prices during the credit crisis, period 2003-2009
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Source: Data retrieved from Thompson Financial Datastream on August 18, 2009 at the library of the University of Antwerp.
Generally, there are numerous reasons, all related to behavioral or Keynesian approaches, for this phenomenon to occur. First, developed countries have become successful in bringing down inflation over the past three decades. This is due to the establishment of credible stabilization programs that anchor inflation expectations.  With certainty regarding future prices, investors become optimistic with respect to future growth opportunities, which further leads to an increase in asset prices such as property and equity. Second, the supply side of the economy has improved significantly. This would also stimulate general optimism about the future state of the economy as corporate earnings rise. In general, gains in the flexibility of labor markets in combination with advances in productivity growth can even result in downward pressures on the price level as the cost per unit decreases. Third, monetary policy decisions have become more credible. Hence, inflation rates have become less sensitive to demand growth. Strong demand growth would then in the short-run lead to more profits due to price stickiness. The reduction in uncertainty would further lead to more willingness to lend money, which makes the financial system more vulnerable than before.  (Borio C. & Lowe P., 2002; Krugman P., 2008; Shiller R.J., 2005)

In the previous parts of the paper it is highlighted that, on the one hand, there is a consensus regarding the fact that asset prices are affecting the economy and, on the other hand, asset prices can deviate from fundamental values. Therefore, Bernanke and Gertler (1999) argue that, if these two conditions are met, central bankers do have to agonize on asset price movements. Bell & Quiggin (2006) use a Keynesian approach to argue that because of micro-market failures such as information asymmetries, the existence of  prudential authorities is not sufficient to maintain financial stability. Thus, the optimal monetary policy would be to take account of asset price bubbles as well.  Consequently, many economists started to debate whether or not monetary policy should be proactive or reactive towards asset price inflation and how to include assets in a central bank policy framework. For example, Gilchrist and Saito (2006) emphasize from a behavioral finance perspective the value of directly targeting asset gaps, i.e. the difference between the steady state value of an asset and its actual value. The authors further conclude that the value of targeting assets is also dependent on the learning behavior of economic agents. Hence, learning behavior plays a crucial role in financial stability. Another example is the study of Goodhart (2001) where the author tries to include asset prices in the consumer price index so that monetary policy would directly focus on asset price movements. Bernanke and Gertler (1999) further argue that asset price bubbles are difficult to identify and should only be targeted if they affect long-run inflation. A main consideration with respect to this latter view is that asset price movements are generally leading inflationary pressures, which will be explained in the next sections. However, wrong policy decisions can induce volatility in interest rates, which would alter inflation expectations. This would lead to unexpected movements in inflation rates, which in turn damages the real economy even more thus defeating the purpose of the policy. For example, Hardy and Pazarbaşioğlu (1999) found that in case of an unexpected deflation the real value of outstanding debt increases significantly. This would in turn increase the likelihood  of defaults. However, unexpected changes in price levels are mainly cause by  the process of unwinding the previous bubble. (Bell S. & Quiggin J., 2006; Bernanke B. & Gertler M., 1999; Goodhart C., 2001; Gilchrist S. & Saito M., 2006; Hardy D.C. & Pazarbaşioğlu C., 1999) 

The prevailing consensus that has been reached so far is that monetary policy should not lose sight of  developments in the asset markets. Therefore, the general view promotes a “flexible inflation targeting regime” where monetary policies use their influence on the short term interest rates to lean against the wind when asset price bubbles create instabilities. The debate regarding the amount of flexibility a central bank should have is still open. In essence, this question relates to four major issues. First, the ability to identify asset price bubbles that may cause financial imbalances. Second, the effectiveness of prudential authorities in securing financial stability. Third, interest rate movements must have sufficient impact on the economy. Finally, monetary policy decisions must address moral hazard issues properly without being dependent on fiscal authorities. (Borio C. & Lowe P., 2002)

Because of  the complex nature of this question, the purpose of this paper is not to identify  such appropriate monetary policy framework. The main objective is to identity how feasible the policy of the Federal Reserve was during the two asset price bubbles which were defined in section three of the paper. In other words, this paper deals with the ability of central banks to lean properly against the wind during periods in which asset prices build up unexpectedly.

SECTION 5: FEASIBILITY OF THE FEDERAL RESERVE 

5.1The Taylor rule as a benchmark

When attempting to devise a methodology one should assume that there is an optimal monetary policy with regard to the asset price bubbles that is however not obvious or easily detectable. . However, with the ability of hindsight, the Taylor rule provides an excellent approximation for good policymaking decisions by suggesting an interest rate which is related to certain variables. Therefore, the Taylor rule will serve as a standard for the performance of monetary policy decisions during the two bubbles. 

Taylor (1993) argues that the performance of central banks depends on their ability to control the short term rates in a way such that inflationary pressures are addressed. In essence, Taylor analyzed the behavior of central banks by using the following simple rule (equation 5.0). (Taylor, 1993)

[image: image10.png]re =19 + 1. + alv. — vEE) 4 b(m, — mterest)



  

(5.0)
Where, [image: image12.png]


 is the short-term interest rate at period t,  [image: image14.png]red



is the long term equilibrium real interest rate, [image: image16.png]


 is the actual inflation rate at period t and  [image: image18.png]grargst



 is the inflation target of the central bank,  [image: image20.png]


 depicts the output at time t and [image: image22.png]


is the long-run output trend. The coefficients a and b are policy parameters which represent the optimal behavior of central banks. (Voth H.-J., 2000)

Note that the Taylor rule describes the optimal response of the short-term interest rate, which is influenced by the Federal Fund Rate, to fluctuations in inflation rates, which is indicated by [image: image24.png](m. — qrargsty
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, in order to stabilize these variables (infra). According to Taylor’s research (1999), the banks’ behavior could best be described if the a = b = 0,5, which means that central banks have to focus equally on output gaps and inflation. The long-run equilibrium interest rate ([image: image28.png]rTeq)



 and the inflation target implicitly set by central banks ([image: image30.png]grargst



) are considered to be equal to 2. In an ideal situation with no inflationary pressures or output instability the short term rates, and the federal fund rate, should fluctuate around 4% in nominal terms and 2% in real terms. (Taylor J.B., 1993; Taylor J.B., 1999)

Taylor (1999) further examined the conduct of the Federal Reserve over a period of 1879-1997. During periods of low inflation, central banks appeared to follow the Taylor rule quite well. If central banks fail to target inflation and output, on the other hand, there can be many severe consequences. Voth (2000) already indicated that the disconnection between the Taylor rule and actual central bank policies goes hand in hand with several historical asset price bubbles. (Voth H.-J., 2000)

Basically, there are two ways to use the Taylor rule. First, there is the opportunity of using the Taylor rule to prepare forecasts of output gaps and future inflation rates in order to determine the appropriate Federal Fund Rate (FFR, hereafter). However, this relates to the debate regarding rules versus discretion methods of central banking, which goes beyond the scope of our paper. Second, using the benefit of hindsight, Taylor’s rule has also proven to be a good approximation of appropriate actions of central banks, which relates to the purpose of this paper.

5.1.2 Data

The first component of the Taylor rule is the short term interest rate. The short term interest rate should be fluctuating in such way that it takes account of inflationary pressures and output gaps. Some authors use the FFR as the dependent variable in the analysis, since it provides the interest rate set by the Federal Reserve. However, in our analysis the three month T-bill rate will be used to comply with Voth’s analysis. Note that both variables are directly related with each other with a correlation of 0,99. This latter relationship indicates the monetary policy’s instrument ability to stimulate the economy. Besides the significant correlation, there is still a benefit of using the short term interest rate instead of the FFR. The short term interest rate varies more over time. Therefore, it captures more movements in inflation and output gaps.

Moreover, in line with the relationship between the FFR and the three month T-bill, it is important to note that the relationship between the short-term interest rate and the long-term interest rate should be similar according to the neoclassical theory. The neoclassical vision states that by controlling the money market through short-term rates, one could protect the economy from overheating on the basis that there is a perfect correlation between short-term and long-term interest rate movements. Accordingly, by influencing the short term rates central bank policy may have a significant impact on the real economy. However, some research on this matter suggests that the neoclassical relationship is not always clear. For example, during the period 2004-2007 short-term rates rose whereas long-term rates declined. Today, many economists agree that there are a lot of factors affecting the disconnection between short-term rates and long-term rates which render the exercise of setting the appropriate FFR a highly complex one. This argument is commonly referred to as the bond-yield conundrum and is also considered to be a counterargument for policy failures (infra). 

The second variable that is needed for the analysis is the inflation rate.  In essence, economists use both GDP deflators and CPI as an indicator of inflation. In this paper, the CPI will be used to infer the inflationary pressures. Note that in the first part of this section it was mentioned that many authors tried to include several asset prices in the index.

Finally, the Taylor rule also suggests that central banks should focus on output stability. Output stability can be measured by the output gap, which measures the deviation of the actual output from the potential output of an economy. In the long-run the output gap is assumed to be negligible. However, in the short-term the output gap may be positive, indicating that an economy is growing too quickly which in turn creates inflation risks, or negative, implying that the economy is growing slower than its potential growth which creates deflationary risks. Moreover, according to Okun’s law, output gaps are also related to unemployment gaps. The reason is that in a situation of full employment output would reach the potential level. Hence, the higher the unemployment rate, the bigger the output gap is. Therefore, output gaps are also considered to be a measure of macroeconomic stability in general. 

In this paper the output gap will be modeled with data on industrial production. This is in line with Clarida, Gali & Gertler (1998) who state that the industrial production rates tend to coincide with GDP movements. The output gap, thus, consists out of two components. First, there is the actual growth rate, measured by actual data on industrial production. Second, the long-run growth in productivity is modeled through a quadratic time trend model over the period 1919-2009. Using a polynomial model enables the Taylor rule to take account of the changes in long-run productivity growth. Quadratic time trends provide a clear framework to separate the excess fluctuations from the movements in the underlying fundamentals. This issue has always been an important criticism on the original version of the Taylor rule. For example, before the great depression many economists believed that the era of industrialization had dramatically increased the fundamental productivity of the entire economy. With the benefit of hindsight, such fundamental changes in productivity can be modeled through polynomial regressions. On average, the steady state indicates a growth of 1,9%, which is consistent with most literature.
 The output gap is the deviation of the stochastic component, i.e. the actual growth rate, from the quadratic trend, i.e. the steady state. (Clarida R., Gali J. & Gertler M., 1998; Voth H.-J., 2000)

5.1.3 Graphical analysis

Even though the Federal Reserve does not explicitly state that monetary decisions are made on the basis of policy rules, the deviation of the short term rate from the Taylor rate does provide evidence of failures. Many economists have argued that only a few asset price bubbles stand out in terms of their length and the increase of asset prices as compared to other events. The first, most notable asset price bubble is the great depression, which occurred in the late twenties. During the build-up of the equity prices, the interest rates were low, output growth was well above the trend and inflation was low, a typical environment of asset price bubbles. According to Voth’s study the late reaction to increase interest rates may have caused the recession. This error became prominent when suddenly the US industrial production fell by 11% between May and November, 1927, causing the Fed to lower the interest rates again and causing inflationary pressures. 

The second prominent bubble occurred in the nineties and extrapolated to the first decade of the 21th century. Perhaps a more intriguing fact is that both bubbles occurred under the guidance of Alan Greenspan. After Alan Greenspan was appointed in 1987 as the new governor of the Federal Reserve, the first threat he encountered was the oil price surge at the end of the eighties and the beginning of the nineties, both of which caused inflationary pressures. In the initial situation the FFR was set very low to stimulate the recovery from the stock market crash in 1987. However, even though the Fed was facing difficulties, the FFR appeared to follow the Taylor rate quite closely until the end of 1996. By increasing the short term rate, monetary policy would not be in danger of causing excessive volatility in the equity markets. The inflation rate was successfully brought down as indicated in graph 9. However, inflationary pressures increased slightly at the end of the nineties. This urged the Fed to increase the FFR.

Graph 9: inflation rate year-over-year in %, period 1990-2009
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Source: Data retrieved from Thompson Financial Datastream on September 8, 2009 at the library of the University of Antwerp.

As the US economy was again experiencing a rapid expansion of industrial production oddly enough such higher growth rate showed no signs of creating inflationary pressures. Therefore, Alan Greenspan and many economists started to believe in a so called “new economy”. The concept underlying such new thinking was that the fundamental values of the economy had increased in value and, hence, created permanent productivity gains. Graph 10 compares monthly data of the actual industrial production index with the long-run growth, as calculated by the quadratic time trend model, and the new economy growth, as measured by an exponential trend model. From the graph it can be inferred that the US economy experienced higher output growth during the period 1990-2000. In 2000 however, industrial production fell by 6,5 %. Nevertheless the asset markets continued to rise, in particular equity prices which continued to surge and, perhaps in a more subtle way, property prices also. It should be reminded that in the beginning of this section numerous reasons were mentioned that capture the relationship between a low-inflation environment and asset price bubbles. In this specific case, however, one should note that the asset price inflation at the end of the nineties is also partially due to the increase in the rate of productivity. This suggests that the dotcom bubble was initially caused by an increase in the value of the underlying fundamentals.

Graph 10: Industrial production and capacity utilization, period 1919-2009 (2002 = 100)
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Source: Data retrieved from Board of Governors of the Federal Reserve System on September 8, 2009.

A common argument related to the cause of asset price bubbles is the fact that monetary policy makers did not respond according to the Taylor rule. Graph 11 provides a visual illustration of equation 5.0 on a monthly basis. The arrow indicates the deviation related to the dotcom bubble and, at a later stage,  the financial crisis. The graph indicates how the Federal Reserve responded to the increasing equity prices and property prices during the dotcom crisis and financial crisis respectively. 

Reports of the FMOC during the period 1994-2000 indicate that the Federal Reserve was focusing on the wealth channel through which equity price movements may affect the real economy. In 1997, Alan Greenspan stated that targeting product prices alone is not sufficient to maintain financial stability. Therefore, the Federal Reserve was still worrying about the surge in equity prices. In the FMOC reports, it is highlighted that there is an adverse relationship between inflation and equity prices which left the board of the Fed faced with a conundrum. An additional  issue arose in that it was very difficult to differentiate the exuberances from the underlying value. As was mentioned, many economists believed in a new economy where permanent long-run productivity gains were achieved. Greenspan decided to wait and see, instead of leaning against the wind. As inflationary pressures mounted in 2000, indicated on graph 9, the Fed responded by increasing the FFR. However, when suddenly the equity price bubble started to deflate at the turn into the new century (and after having experienced the LTCM debacle a little earlier which added yet even more complexity) industrial production fell as well. Consequently, the Federal Reserve decided to lower the interest rate to a historically low level, i.e. less than one percent. Lowering interest rates would stimulate economic growth and bring the output back to its “New Economy” level. This led to a situation where during the period 2001-2006, interest rates were set too low compared to the Taylor rule. (Cechetti S.G., 2003)

Graph 11: Taylor rate versus short-term rate in %, period 1995-2009
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However, many economists argued that low money market rates created a price bubble in the property market as property investments became easier to finance. Indeed, property prices rose and foreclosure and delinquency rates fell sharply during this period. These developments in combination with favorable financial market innovations such as CDO’s, CDS and variable-rate mortgages which obtained high-quality ratings, continued to sustain the boom in the property market. Hence, the balance-sheet channel became more important as financial stability was being threatened. The property market flourished from 2001 until 2006. In an environment of high output growth and rising property prices, the Federal Reserve again was faced with the same conundrum  it encountered almost ten years before. Greenspan reacted in the same way as he did during the dotcom bubble and decided to drastically increase the short term interest rate during the period 2004-2006 from 0,88% to 5%. When the interest rates reached normal levels again in 2006, the higher money market rates no longer provided the basis for attractive investments in property. The ensuing decline in the demand for property led to a decrease in property prices. As a consequence, and because of the abrupt occurrence of the decline in  property prices, many credit instruments started to default as delinquency and foreclosure rates rose. In parallel, industrial production fell by 18%, which caused the Federal Reserve to lower interest rates again. It should be pointed out that the property bubble had more impact than the equity price bubble, leaving Bernanke, the new chairman of the Federal Reserve with no other options but to lower the interest rates to 0% to prevent deflationary pressures.

Many economists still argue that the developments during the period 2001-2006 were strongly connected to both the dotcom and the bubbles because of the reluctance to raise the short term interest rates. This is however, not so clear if one considers the bond-yield conundrum mentioned above. Graph 12 compares the three month interest rate of US Treasury bills to the ten year rate of US Treasury Bonds. The circle indicates that after the short term rate was increased, the long term rate did not follow. Therefore, the FFR could not affect market rates for mortgages. There are two reasons that could explain such phenomenon. 

One possible argument is that global savings where very high and the international financial markets became more integrated. This would further increase the demand for international investments and drive down the long-run rate. In contrast, Taylor (2007) argues that in spite of high savings rates in some countries, the global savings rate declined compared to the seventies. However, as other major economies also successfully brought down excessive inflation expectations, international supply and demand factors became important drivers of the long-term rate. (Taylor J.B., 2007)

Another explanation is the fact that the US economy had a long period of price stability. Therefore, market participants expected that the Federal Reserve had committed itself fully to a low inflation environment. Long-term interest rates only respond to changes in expected future FFR movements. As a result, when interest rates were kept low, many investors believed that the long-run attitude of the monetary policy makers towards inflation had changed. Once the Federal Reserve increased the FFR, investors did not perceive this interest rate movement as an indication of inflationary pressures. (Mishkin F.S., 2007)

Graph 12: comparison of long-term and short-term rates in %, monthly data, period 1990-2009
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Source: Data retrieved from Thompson Financial Datastream on September 8, 2009 at the library of the University of Antwerp.

5.2 Measuring policy failures
According to Taylor’s research, monetary policy decisions could seriously affect the impact of asset price bubbles on  the real economy. In other words, monetary policy can influence the channels mentioned in section two. Consequently, the probability of creating an asset price bubble should be connected to the disparity of the implied and actual interest rate. Hence, policy failures can be defined as the absolute difference between the actual interest rate and the rate implied by the Taylor rule (equation 5.1). (Voth H.-J., 2000)
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(5.1)
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 is defined as the policy failure measure at time t. 

A first approach is to analyze how policy failures  may affect the probability of asset price bubbles forming. Such type of analysis needs to model a probability value as a dependent variable and the variables output growth ([image: image40.png]
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  as independent variables. Therefore, a logistic regression model is needed.  

Table 3 and 4 represents the results of the logistic regression of the dotcom bubble and the credit crunch. In the case of the dotcom bubble the logistic regression does not provide evidence that policy failures are affecting the probability of causing asset price bubbles. A suggestion for this outcome may be that the Federal Reserve did defuse the equity price bubble by lowering the interest rate afterwards. Output growth appears to have no effect on the dotcom bubble. This highlights the fact the surge in equity prices was initially justified by a strong growth in its underlying fundamentals. The negative coefficient of inflation implies that inflationary pressures undermined the chances of the equity prices to grow more rapidly, which eventually led to the collapse in the equity market. 

However, it should be noted that both asset price bubbles are related to each other which complicates the formulation of a useful conclusion. The root causes for the credit crisis started already during the emergence of the dotcom bubble. The Federal Reserve lowered its interest rates in between both bubbles. Many economists argue that this action defused the dotcom bubble and caused the property bubble to emerge. Therefore, the logistic regressions lack enough data to provide significant results and can only be used as a first approach. In contrast, the logistic regression with respect to the property bubble does provide useful results at first sight. Perhaps the main reason is that a property price bubble takes a longer period to emerge (1995-2009). Therefore, the analysis will implicitly include the dotcom bubble as well. When table 4 is compared to table 3, one can clearly see the improvement in accuracy of the model, as indicated by the percentage of correctly classified variables.

Table 3: logistic regression of the Dotcom bubble, period 1990-2003

	
	1
	2
	3
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	1,3221*
	1,783*
	1,6777*
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	-0,2252*
	-0,231*
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	-0,7835*

	C
	1,3984*
	2,3934*
	4,6078*

	% correctly classified
	49%
	57%
	65%


* indicates that the results are significant at a confidence level of 5%.

Table 4 indicates that all variables are important causes of asset price bubbles shaping. Compared to the logistic regressions in Voth’s analysis, policy errors have become increasingly relevant for increasing the probability of the equity and property price bubble forming. Perhaps this result could be related to the concluding remarks made in Voth’s analysis. Voth indicated that the monetary policy of the Federal Reserve was losing its focus on inflation and output gaps. This presumably may have created an environment where assets price bubbles can arise since the economy is allowed to grow beyond its long-run trend and inflation targets are less strictly followed up. However, note that the negative coefficients for output growth and inflation highlight the complexity involved in such monetary policy decisions. Strong output growth is negatively related to the prospect of an asset price bubble emerging probably because of the improvements in the underlying fundamentals. This is in line with the new economy phenomena, as preached by Alan Greenspan. Differentiating irrational exuberances from productivity gains in the underlying fundamentals is a difficult task. The conclusion is further complicated when inflationary pressures at the end of the nineties destabilized the chances of the property price bubble growing. Once the inflation was targeted again, the irrational exuberance became apparent which in turn caused the collapse of first the equity market and in a later stage, the property market. 

Table 4: logistic regression of the Credit crunch, period 1990-2009
	
	1
	2
	3
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	0,8184*
	0,878*
	1,283*
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	-0,4*
	-0,625*
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	-1,4365*

	C
	-1,67*
	-1,04*
	2,999*

	% correctly classified
	61,9%
	72,8%
	78%


* indicates that the results are significant at a confidence level of 5%.
5.3 Policy reaction functions
From the previous section it can be inferred that logistic regressions do provide useful suggestions to support the thesis of this paper. A broad result of  this simple analysis is that interest rates were not responding properly during and after the run-up in asset prices. Both episodes occurred during periods of relatively low inflation pressures. This implies that there is a great probability that monetary policy makers did not pay sufficient attention to output gaps. To gain more insight in such interpretations one could use policy reaction functions. Following Clarida, Gali and Gertler (1998) the next forward-looking function is estimated. Note that in comparison to Voth’s analysis the reaction function is augmented because both equity prices and property prices are analyzed to determine if both assets did affect the policy decision making. 
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(5.2)
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 denotes the inflation expectations following Voth’s assumption that the Federal Reserve makes forecasts over the next six months. By replacing the expected value with the actual realization the results should remain unaffected. [image: image56.png]
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 represent the natural logs of the equity and property prices, respectively. The followings parts of the paper will present the estimations of the policy reaction functions.

5.3.1 The Greenspan Era
A first way to examine the policy behavior of the Federal Reserve in the context of the dotcom bubble and the credit crunch is to take account of the policy decisions over the entire Greenspan era until 2009. Table 5 presents the outcome of the regression analysis. A first remark is that Greenspan did not focus on output gaps.  Inflation expectations, on the other hand, were taken into account when setting the short term rate. For every one percent increase in inflationary pressures the Fed increases the interest rate with 70 bp. However, when comparing to Voth’s concluding remarks the focus on inflation and output gaps have diminished under the governance of Alan Greenspan. In addition, the Federal Reserve responded with relatively though measures to equity price developments, which becomes clear once all variables are included in the estimation. Accordingly, the focus on equity price developments and inflationary pressures caused the Federal Reserve to inadvertently stimulate inflation in the property market at the same time. For every one percent increase in the property market, the Federal Reserve would lower interest rates with 200bp. This is consistent with the fact that during the dotcom bubble the Fed aggressively lowered interest rates, which in turn caused the property market to boom excessively without taking the Fed taking notice of it. Targeting the equity market directly apparently did not improve the stability of output or inflation.

Table 5:policy reaction function, period 1987-2009
	
	1
	2
	3
	4
	5
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	1,9797*
	1,9998*
	6,51*
	12,16*
	10,6494*
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	0,6967*
	0,685*
	0,6057*
	0,666*
	0,7679*
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	0,2217
	0,2586
	0,096
	-0,0146
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	-0,778*
	
	1,0865*

	[image: image63.png]



	
	
	
	-2,05*
	-3,0214*
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	0,21
	0,22
	0,27
	0,43
	0,47


* indicates that the results are significant at a confidence level of 5%.
Moreover, it should be noted that these results are not accurate over time. Hence, the recursive estimates of the parameters, as shown in graph 13, indicate that Greenspan did not maintain a stable monetary policy. The graph clearly indicates the decreasing focus on output gaps since the beginning of the nineties (C(2)). Perhaps this can be explained by  Greenspan’s belief in a new economy which implicitly means that he was “giving growth a chance”. (Voth, H.-J., 2000: pg. 19) Inflation (C(3)) becomes more important as the dotcom bubble is developing. The values for the coefficients of the property and equity prices (C(1) and C(4) respectively) follow a very erratic pattern. Perhaps, one could provide more insight when estimating the reaction function for the two bubbles separately.
Graph 13: Recursive estimates of the policy reaction function, period 1990-2009
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C(1) is the parameter of the property prices, C(2) relates to the output gaps, C(3) refers to the inflation expectations and C(4) is the coefficient of the equity prices.
5.3.2 The Dotcom bubble
Table 6 depicts the estimations of the coefficients of the policy reaction function according to equation 5.2. The table indicates that the focus on inflation was initially higher compared to the results over the entire period. An increase of one percent in inflation would lead to an increase of 87bp in the short term rates. However, note that if all parameters are included in the equation, the Federal Reserve appears to show an active policy towards inflation. Similar results apply for the output gap. There is no clear evidence that, in order to respond to increases in output gaps, the Federal Reserve would have changed the FFR. However, what is perhaps a more striking observation is the fact that the monetary policy of the US would have reinforced the equity price inflation. Each time that equity prices increase by one percent, the Federal Reserve lowers interest rates with 60bp. This would further support the growth of equity prices.

Table 6: policy reaction function, period 1990-2002
	
	1
	2
	3
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	2,21*
	2,1333*
	-1,5471*
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	0,8744*
	0,8956*
	1,047*
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	0,1883
	0,1870
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	-0,6088*
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	0,44
	0,45
	0,48


* indicates that the results are significant at a confidence level of 5%.
These observations are further supported by the recursive estimates of the parameters of the reaction function. The recursive estimates are shown in graph 14. During the dotcom the focus on output gaps (C(1)) remained relatively low. The focus on inflation (C(2)), on the other hand, became less steady as equity prices surged to unrealistic levels. Equity prices became directly targeted as it reached higher levels. This highlights the conundrum that policy makers were faced with during the run-up in equity prices. These findings support the evidence of Voth indicating that Greenspan did not lean against the wind. Moreover, the recursive estimates again prove that the monetary policy of the Federal Reserve was not stable during the nineties. 
Graph 14: Recursive estimates of the policy reaction function, period 1990-2002
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C(1) is the parameter of the output gaps, C(2) relates to the inflation parameter and C(3) refers to the coefficient of the equity prices.
5.3.3 The Credit Crunch
Perhaps a more interesting analysis is to see how the policy behavior during the dotcom period changed when the Fed was suddenly faced with a different type of bubble. Table 7 presents the results of the regression analysis with respect to equation 5.2. In the graphical analysis it was already mentioned that the Fed drastically lowered its interest rates after the equity bubble unfolded. Apparently, the estimations of the coefficients indicate that since that period of low interest rates, the Fed had lost its focus on inflation, where the coefficient is not significant. Therefore, the policy reaction function clearly deviates from the original prescriptions which Taylor proposed for an optimal monetary policy. By keeping the interest rates sufficiently low the Fed reinforced the growth of both equity and, in a more severe way, of the property bubble. Note that during the development of the property bubble output gaps became a more important target. A possible suggestion is that the run-up of property prices and equity prices caused industrial production to grow through its balance sheet effect as households and companies borrowed cheap money. The regression result underline that when the asset prices are included in the equation the model gains more “goodness of fit”, which is indicated by the [image: image73.png]


 measure.
Table 7: policy reaction function, period 2002-2009
	
	1
	2
	3

	[image: image74.png]



	1,298*
	1,4*
	-40,1624*
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	0,4393*
	0,40*
	-0,0796
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	0,20
	0,3149*

	[image: image77.png]



	
	
	2,98*
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	4,6921*
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	0,16
	0,17
	0,71


* indicates that the results are significant at a confidence level of 5%.
The recursive estimates are presented in graph 15. From the graph one can infer that all coefficients of the parameters appear to change over the course of the asset price bubble. Inflation (C(1)) has become less important compared with the previous periods, as described in Voth’s work. However, when the Fed realized that the low interest rates induced a high growth in assets in 2005 the monetary policy lost entirely its focus on inflation. Output gaps (C(2)) on the other hand where completely unimportant until the Fed realized there was a sharp fall in industrial production in 2008. This implies that monetary policy makers tried to stimulate more growth and lost its focus on inflationary pressures. 

Moreover, the standard deviation of the output gap parameter also increased dramatically. This stresses the fact that the Fed did not maintain consequent policy decisions with respect to its targets causing the asset markets to panic. Note that the Fed significantly increased its focus on both equity prices and property prices during the entire development of the credit crunch.

Graph 15: Recursive estimates of the policy reaction function, period 2002-2009
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C(1) is the parameter of inflation, C(2) relates to the output gaps, C(3) refers to the property prices and C(4) is the coefficient of the equity prices.
5.4 Formal tests: GARCH
The previous tests on the feasibility provided evidence that policy errors are related to asset price bubbles. The inability to adjust the short-term interest rate to inflationary pressures or output gaps may support the growth of asset price bubbles. Consequently, the growth in asset price bubbles also increases its volatility. Hence, even though the Federal Reserve tried to prevent asset price bubbles forming, policy errors may have caused bubbles in the asset markets. Therefore, this hypothesis will be tested with a simple GARCH model. 

Asset price bubbles deal with volatility clustering, a well known stylized fact associated with asset return series. Excessive volatility relates with the fat tail theory which is first mentioned by Mandelbrot in 1963. Generalized Autoregressive Conditional Heteroskedasticity models (GARCH) represent this stylized fact very well. The GARCH model is developed by Engle and extended by his student Bollerslev in 1986. GARCH models do not provide evidence of the cause of such phenomenon. However, it does provide forecasts and models a trend in the volatility of the returns.  GARCH models  main contribution is that they can provide accurate results by using past data even if the true volatility was never observed in the past. Basically, GARCH models incorporate a conditional variance into the return equation as presented by the following equation. (Fabozzi F.J., 2007)
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(4.3)
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 represents the equity return in period t, [image: image86.png]


 is an exogenous variable and [image: image88.png]


 is the noise term. [image: image90.png]


 is the conditional variance. Note that in this part of the paper the property prices shall not be included in the equation. The main reason is that if the policy failures would affect the property market it would be translated into liquidity effects and not volatility. Hence, the GARCH model will not provide satisfying results.  [image: image92.png]


 is a proxy for the price of risk. However, the most important aspect of this equation is that the conditional variance will vary across time depending on three variance forecasts. First, there is the constant variance (ω), which refers to the long-run variance. Second, there is the forecast which is made in the previous period ([image: image94.png]


). Third, new information that was not available when the previous forecast was made is taken into account ([image: image96.png]


). The weights of these variance forecasts will affect the speed at which the variance will revert to its long-run equilibrium and how fast new information is taken into account. The following equation represents the model of the conditional variance term of equation 4.3. (Bollerslev T., 1986; Engle R., 2003)
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In this paper a GARCH (1,1) model will be estimated to derive the values for the coefficients [image: image100.png]


and α. The hypothesis states that if the measure of policy failure is included in the analysis it should be significant. This implies that the conditional variance should also be affected by a fourth factor, namely policy failure. Therefore, equation 4.4, where p and q are equal to one, will be augmented with the measurement of policy failure (Gt) introduced in section 5.2. Hence, the following equation can be derived. 
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(4.5)
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 is a proxy for the influence of policy failures on the volatility of equity. If the hypothesis is correct then [image: image106.png]


 must be significantly greater than zero. The results are shown in table 8. The GARCH estimates are compared with Voth’s calculations and refer to the period 1990-2009. 

Graph 8 shows that there is a strong impact, compared to the other bubbles, of policy failures on the volatility of the equity market during the dotcom bubble and credit crisis. Voth already indicated that from 1996 the Federal Reserve changed its policy. The results of 1980-1999 already show a minor effect of monetary policy decisions on the volatility of the equity market. However, with hindsight our results improve and support his conclusions significantly. Note that when the recent asset price bubbles are compared to the previous bubbles the hypothesis has become more significant. For example, during the recent crises the policy impact was more than three times the impact during the great depression. This further highlights the effect of an increase in efficiency in the international financial markets. In addition, it should be noted that the equity returns have been subject to volatility clustering effects, which can be inferred from the fact that [image: image108.png]
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 is almost equal to one. The long-run variance (ω) appears to be insignificant. 

Table 8: Comparison of GARCH-M (1,1) estimates
	
	US

1925-1933
	US

1980-1999
	US

1990-2009
	UK

1981-1997
	Sweden

1982-1999
	Japan

1984-1998
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	0,42*
	1,12*
	0,1908*
	0,13*
	0,19*
	0,009
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	0,09*
	0,174*
	0,7987*
	0,82
	0,38
	0,93*
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	0,0008*
	0,00008*
	0,003*
	0,00004*
	0,00019
	0,00009*
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	0,00004*
	0,00027*
	0,0000544
	0,00003*
	0,001
	0,000021


* indicates that the results are significant at a confidence level of 5%.
CONCLUSION

In comparison to Voth’s analysis the dotcom bubble and the credit crunch appear to have the same characteristics as the five previous bubbles analyzed in Voth’s paper. However, there are some differences with Voth’s study that should be taken into account. In essence, due to innovations in the financial markets households were increasingly holding more equity and property in their portfolio compared to the previous periods. Accordingly, the main shortcomings in the traditional literature were the exclusion of property price movements in the empirical studies and the lack of insight in the connection between asset price movements and the real economy. With respect to this latter issue, there are two mechanisms that describe through which assets may affect macroeconomic stability. The first mechanism is the wealth channel which affects consumer expenditure. The second one is the balance sheet channel. This latter channel relates to the credit expansion which undermines the financial stability of an economy. Traditionally, central bankers have focused on wealth channels.  For example, the FMOC reports indicate that the Federal Reserve was estimating the effect on consumption expenditures during the run-up of the dotcom bubble. However, the net-effect of both mechanisms remains difficult to estimate since there are an important number of feedback effects involved. In short, the main conclusion is that equity and property price movements have different characteristics and highly complicated effects on the real economy. Therefore, as an addition to Voth’s analysis, both equity and property prices have been included in the analysis of the impact of monetary policy. 

Furthermore, there are many perspectives on the existence of asset price bubbles. This debate is also reflected in the difficulty of separating excessive price increases from gains in the underlying fundamental values. During the development of the asset price bubbles in the nineties and the new century, the Federal Reserve believed fir a long time in the “new economy” phenomenon. However, as asset prices surged excessively the Federal Reserve was suddenly faced with the difficulty of differentiating  excessive optimism from real increases in productivity. This context is similar to the great depression in the twenties where economists were debating whether speculation should be targeted or not. Though, with the benefit of hindsight, both asset price bubbles that have been studied, i.e. dotcom and credit crunch, comply with the definition of an asset price bubble in Voth’s study.

In this paper the performance of the Federal Reserve has been examined according to the Taylor rule. It appears that the short-term rates follows the Taylor rate quite well until 1996, which is in line with Voth’s concluding remarks. However, since 1996 the Federal Reserve was facing a situation of no inflationary pressures combined with high economic growth. Therefore, the Federal Reserve started to believe in a new paradigm which led to the outcome of “giving growth a chance”. In the mean time, the Federal Reserve was implicitly reinforcing the dotcom bubble to grow. The logistic regressions indicate that policy failures increase the probability of a bubble growing. When inflationary pressures mounted and equity price levels surged to unprecedented levels the Federal Reserve decided to increase its focus on inflation. However, when suddenly the equity market collapsed and production fell by 6,5 percent the Federal Reserve lowered interest rates to a historically low level. This would stimulate economic growth and bring the output back to its “New Economy” level. In doing so, the Federal Reserve implicitly fueled another asset price bubble. 

The Federal Reserve kept its interest rates significantly low from 2001 to 2006. Consequently, with low money market rates and innovations in the credit market, property investments became a highly attractive investment for many households. This caused a sharp increase in property prices whereas foreclosure and delinquency rates fell. Hence, the balance-sheet channel became more important as financial stability was being increasingly threatened. The property market, and the equity market, flourished from 2001 until 2006. However, in an environment of high output growth and rising property and equity prices, the Federal Reserve was again  faced with the same conundrum as it was almost ten years before. Accordingly, the Federal Reserve increased its interest rates drastically during the period 2004-2006 from 0,88% to 5% which caused the asset markets to collapse and the industrial production to fall by 18 percent. Even though the outcome of the recent credit crisis is still unknown it may be interesting to refer to the literature on property price bubbles. In general, property price bubbles have the potential to damage the real economy even more than equity price bubbles. This was highlighted in the first two sections of this paper.

In conclusion, the main problem relating to the recent asset price bubbles is the fact that central bankers are willing to “give growth a chance”. The policy reaction functions indicate that the Federal Reserve deviated too much from its original purpose and turned to an eclectic framework where the focus on output, inflation and assets changed depending on the context. However, even though the Federal Reserve did try to prevent the growth of asset price bubbles it lost its focus on output gaps and inflation which in turn encouraged excessive volatility  in the asset prices. 

These complications with respect to monetary policy should be considered also from an historical perspective. Since the seventies the Federal Reserve has become more successful in fighting inflation. Many economists point to the fact that because of such success, inflationary expectations became well anchored. Accordingly, while productivity gains generated excessive optimism, the increased credibility of monetary policy led to an unconsidered willingness to take on risks. This phenomenon may also have given rise to moral hazard issues which is yet another factor that supports the emergence of asset prices bubbles. The main issue is that in a non-inflationary boom period traditional central bank policy should mandate the raising of interest rates. However, the history of central banking indicates that in such circumstances monetary policy makers are reluctant to raise interest rates, which are by nature unpopular in the eyes of the general public. This also implies that independency issues may stand in the way of the development of a flawless monetary policy.

REFERENCES

Abarbanell, J.S. & Bernard, V. (2000). Is The US Stock Market Myopic?, Journal of Accounting Research, Vol. 38, No. 2. 

Akerlof, G.A. & Shiller R.J. (2009). Animal Spirits: How Human Psychology Drives the Economy, and Why it matters for Global Capitalism, Princeton University Press, New Jersey.
Bank of International Settlements, (2001). Annual report, BIS, June.
Bell, S. & Quiggin, J. (2006). Asset Price Instability and Policy Responses: The Legacy of Liberalisation, Journal of Economic Issues, September.
Bernanke, B. & Gertler, M. (1999). Monetary Policy and Asset Price Volatility, Federal Reserve Bank of Kansas City, Fourth Quarter, Wyoming: Jackson Hole.
Bertaut, C. (2002). Equity Prices, Household Wealth and Consumption Growth in Foreign Industrial Countries, Board of governors of the Federal Reserve System, International Finance discussion papers, Washington.

Bollerslev, T. (1986). Generalized Autoregressive Conditional Heteroskedasticity, Journal of Econometrics, Volume 27, No. 2, pg. 399-417. 

Bordo, M.D. & Wheelock, D.C. (2004). Monetary Policy and Asset Prices: A Look Back at Past U.S. Stock Market Booms, Federal Reserve Bank of St. Louis, November/December, Vol. 86, No. 6, pg. 19-44.
Borio, C. & Lowe, P. (2002). Asset Prices, Financial and Monetary Stability: Exploring the Nexus, BIS Working Papers, No. 114, July.

Blinder, A.S. & Reis, R. (2005). The Greenspan Era: Lessons For The Future, Symposium of the Federal Resrve Bank of Kansas City, August, pg. 11-96.
Buiter, W. (2009). The Unfortunate Uselessness of Most State of The Art Academic Monetary Economics, Financial Times, March 3. 

Brecht M. & De Long J.B., (1992). “Excess Volatility” And The German Stock Market 1876-1990, NBER Working paper, No. 4054.
Calverley, J.P. (2009). When Bubbles Burst: Surviving the Financial Fallout, Nicholas Brealey Publishing, London, U.K.
Campbell, J.Y. & Shiller, R.J. (1987). Cointegration and Tests of Present Value Relationships, Journal of Political Economy, Vol. 95, No. 5, October, pg. 1062-1088.
Case K.E., Quigley J.M. & R.J. Shiller (2005). Comparing Wealth Effects: The Stock Market Versus the Housing Market, Advances in Macroeconomics, vol. 5, nr. 1.

Cechetti, S.G. (2006). Measuring the Macroeconomic Risks Posed by Asset Price Booms, NBER Working Paper Series, No. 12542, E5, G0.

Cechetti, S.G. (2003). What the FMOC Says And Does When The Stock Markets Booms, Asset Prices And Monetary Policy, Sydney, August.

Clarida R., Gali J. & Gertler M. (1998). Monetary Policy In Practice: Some International Evidence, European Economic Review, Vol. 42.
Crockett, A.D. (2001). Monetary Policy and Financial Stability, s.n., Hong Kong, February.
Davis, M.A. & Palumbo, M.G. (2001). A Primer on Economics and Time Series Econometrics of Wealth Effects, Federal Reserve Board, Finance and Economic Discussion Series, No. 09,  pg. 33.
Diba, B.T. & Grossman, H.I. (1987). On The Inception of Rational Bubbles, Quarterly Journal of Economics, Vol. 102, No. 409, August.
Diba, B.T. & Grossman H.I. (1988). Explosive Rational Bubbles in Stock Prices, American Economic Review, Vol. 78, No. 3, June, pg. 520-530.
Duca, J.V. (2006). Making Sense of the U.S. Housing Slowdown, Federal Reserve Bank of Dallas Economic Letter, vol. 1, no. 11.

Edge R.M., Laubach T. & Williams J.C. (2004). Learning and Shifts in Long-Run Productivity Growth, Journal of Monetary Economics, March.
Eichengreen, B. & Arteta, C. (2000). Banking Crises in Emerging Markets: Presumptions and Evidence, Center for International and Development Economics Research Working Paper, C00-115, August.

Engle, R. (2003). Risk And Volatility: Econometric Models And Financial Practice, Lecture at the Nobel Foundationin 2003, December.
Fabozzi, F.J., (2007). Financial Econometrics: From Basics To Advanced Modeling Techniques, Wiley Finance, Hoboken, NJ.
Flood, R.P. & Garber, P.M. (1980). Market Fundamentals versus Price-level Bubbles: The First Tests, Journal of Political Economy, Vol. 88, No. 4.

Goodhart, C. (1993). Price Stability and Financial Fragility, H.C. Coombs Centre for Financial Studies, Sydney, November. 

Goodhart, C. (2001). What Weight Should Be Given To Asset Prices In The Measurement Of Inflation, Economic Journal, Vol. 111, pg. 335-356. 
Gilchrist, S. & Leahy, J.V. (2002). Monetary Policy and Asset Prices, Journal of Monetary Economics, Vol. 49, pg. 75-97.
Gilchrist, S. & Saito, M. (2006). Expectations, Asset Prices and Monetary Policy: The Role of Learning, National Bureau of Economic Research, Working Paper, August.
Greenlaw D., Hatzius J., Kashyap A.K. & Shin H.S. (2008). Leveraged Losses: Lessons From the Mortgage Market Meltdown, Proceedings of the U.S. Monetary Policy Forum 2008.

Hamilton, J.D. (1986). On Testing For Self-fulfilling Speculative Price Bubbles, International Economic Review, Vol. 27, No. 3, October.
Hardy, D.C. & Pazarbaşioğlu, C. (1999). Determinants And Leading Indicators of Banking Crises: Further Evidence, IMF Staff Papers.
Hatzius, J. (2008). Beyond Leveraged Losses: The Balance Sheet Effects of the Home Price Downturn, Brookings Papers on Economic Activity, Conference Draft, Fall.
Kahn, J.A. & Rich, R.W. (2006). Tracking The New Economy: Using Growth Theory to Detect Changes in Trend Productivity, Journal of Monetary Economics, December, Vol. 54, pg. 1670-1701.
Kahneman D., Knetsch J.L. & Thaler R.H. (1990). Experimental Test of the Endowment Effect and the Coase Theorem, Journal of Political Economy, Vol. 98, No. 6, pg. 1325-1348.
Kindleberger, C.P. (2000). Manias, Panics and Crashes: a history of financial crises, Wiley Investment Classics, Fourth Edition, s.l.
Krugman, P. (1999). Should the Fed care about Stock Bubbles?, Fortune, March.

Krugman, P. (2008). The Return of Depression Economics, Penguin Books, New York. 
Ludvigson, S. & Steindel, C. (1999). How Important is the Stock Market Effect on Consumption?, Federal Reserve Bank of New York, Economic Policy paper, New York.
Malkiel, B. (2003). The Efficient Market Hypothesis and its Critics, Journal of Economic Perspectives, Vol. 17, No. 59.

Minsky, H.P. (1986). Stabilising an Unstable Economy, Yale University Press, New Haven and London. 

Mishkin, F.S. (2007). Housing And The Monetary Transmission Mechanism, NBER Working Paper, No. 13518, October.
Norman, Sebastia-Barriel M. & Weeken O. (2002). Equity Wealth and Consumption- the Experience of Germany, France and Italy in an International Context, Bank of England Quarterly Review, pg. 78-85.

Obstfeld, M. & Rogoff, K. (1983). Speculative Hyperinflations in maximizing Models: Can We Rule Them Out?, Journal of Political Economy, Vol. 91, August, pg. 675-687.

Parker, J.A. (1999). Spendthrift in America: On Two Decades of Decline in the US Saving Rate, Macroeconomics Annual, Vol. 14, pg. 317-387.
Ritter, J.R. (2003). Behavioral Finance, Pacific-Basin Finance Journal, Vol. 11, No. 4, September, pg. 429-437.
Schneider, M. & Tornell, A. (2004). Balance Sheet Effects, Bailout Guarantees and Financial Crises, Review of Economic Studies.
Shiller, R.J., (2008). The Subprime Solution: How today’s global financial crisis happened, and what to do about it, Princeton University Press, New Jersey.

Shiller, R.J., (2005). Irrational Exuberance, Princeton University Press, New Jersey, 2nd Edition.
Stiglitz, J.E. (2001). Information and The Change in The Paradigm in Economics, Prize Lecture in the Columbia Business School, NY, December 8.
Taylor, J.B. (1993). Discretion Versus Policy Rules in Practice, Carnegie-Rochester Conference Series on Public Policy, Vol. 39, pg. 195-214.

Taylor, J.B. (1999). A Historical Analysis of Monetary Policy Rules, Monetary Policy Rules, Chicago, University of Chicago Press.

Taylor, J.B. (2007). Housing And Monetary Policy, Housing, housing finance and Monetary Policy papers, Federal Reserve Bank of Kansas City, August.
Tobin, J. (1969). A General Equilibrium Approach to Monetary Theory,  Journal of Credit and Banking, vol. 1, pg. 15-29.

Tracy, J.S. & Schneider H. (2001). Stocks in the Household Portfolio: A Look Back at the 1990s, Federal Reserve Bank of New York Current Issues in Economics and Finance, Vol. 7, April.

Voth, H.-J. (2000). A Tale of Five Bubbles – Asset Price Inflation and Central Bank Policy in Historical Perspective, Centre for Economic Policy Research, Discussion Papers, No. 416, May.

William, P. (2007). Responding to Financial Crises: What Role for the Fed?, Cato Journal, Vol. 27, No.2, Spring/Summer, pg. 149-156.

� This implies that every one dollar increase in wealth would increase consumption by two to five cents for American households.


� Mortgage Equity Withdrawal (MEW) refers to the fact that households’ ability to take on more credit as the real value of their property increases. Real value is the market value of the house minus the existing mortgages and other types of liabilities.


� Grossman and Diba (1987) define a rational bubble as an inflation that “would involve a self-confirming belief that an asset price depends on information that includes variables or parameters that are not part of market fundamentals”.


� Taylor (1993) and (1999) argues that the steady state of a developed economy should exhibit a long-run growth of productivity of 2%.





